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Training dynamicsRegularization via        constraints
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Consider the associated Lagrangian and min-max game:

Constraints can be liberating 

  has straightforward semantics: the maximum 
proportion of active gates. Application specific 
requirements on sparsity can be incorporated into it.

Tuning the penalization    to get a satisfactory model 
may require running several experiments. Even harder 
when introducing various sources of regularization.

It is transparent whether a model is respecting the 
sparsity constraints. 

Sparsity
Training, storing and deploying NNs can be very expensive. 
Fortunately, their performance is robust to parameter pruning.

A method for obtaining efficient neural networks is by training 
them to encourage sparsity during training.

Regularization via        penalties 
(Louizos et al., 2018)
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Penalize the number of active parameters.

Re-parametrize with differentiable stochastic gates based 
on concrete distributions. 

Predictive performance

The constrained approach is not universally better than the 
penalized approach! 

It can provide more flexibility and interpretability without 
compromising predictive performance.
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