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1 Research Problem1

Recent works [5, 3, 11], highlight some of the challenges encountered in predictive serving systems.2

We are interested in the problem arising in the presence of multiple competing predictive models.3

This may be the case in large companies in which autonomously developed models about the same4

phenomenon (a.k.a competing models) are deployed and used during an ad-hoc predictive query. In5

this context, the training and validation processes used in building competing models may consider6

different fragments of the modeled phenomenon domain leading to a variation on their predictive7

accuracy. In this context, predictions used to answer ad-hoc queries must be informed with an8

approximation of the generalization error [7, 10], as a function of the distance between the query data9

space and the model building data space. Thus, we investigate the problem of selecting predictive10

machine learning competing models under this settings.11

2 Motivation12

The production of an ML model into a framework for user consumption, involves the steps showed in13

Figure 1:14

(a) Summarize the traditional pipeline to train and validate ML models [6, 9], in order to15

facilitate the implementation of such ML models.16

(b) Represent the process for deploying ML models, considering a four-step cycle (monitor,17

evaluate, compare and rebuild). This is used to analyze the selection and life-span of the18

ML model(s) for user consumption [2, 13].19

(c) Enable prediction serving and decision-making by processing predictive queries formulated20

by users [3, 8].21

Figure 1: ML Model Lifecycle.
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Our work focuses on steps (b), (c), and how they interact. Given a set of ML models in a production22

environment H∗ = {h∗
j : j ∈ J} and a predictive query Q = 〈R,Qm〉 we are interested in the23

following: In (b), the main task consists in monitoring the ML model behavior, in order to identify a24

possible model decay and the need to rebuild the models; monitoring is based on a thorough analysis25

of model qualitative characteristics and statistical properties for datasets used to build a model. In26

(c), given a predictive query and a pool of models available and their respective datasets, we need27

mechanisms and techniques to choose the adequate model to attend the query.28

Regarding the integration of additional data sources: determine how changes in the data distribution29

affect the models predictive quality. It is known that those distribution changes can occur gradually,30

seasonally (in certain time intervals) or abruptly [1].31

3 Research Questions32

• In the case of competing models, the generalization error is not the only metric in deciding33

which model to use. We will also consider other user-defined metrics, e.g. execution time.34

Therefore, we need to develop a methodology to evaluate the fitness of an ML model and to35

choose the best model in a multi-objective scenario.36

• In the context of a predictive query, we want to compare the similarity between the query37

data space and the model building data space. When working with spatio-temporal (ST)38

data, two main characteristics are relevant: autocorrelation and heterogeneity. The former39

is related to the correlation between location and timestamps which results in coherence40

in spatial and smoothness in temporal observations. The latter requires learning different41

models for varying spatio-temporal regions [4]. We want to study and implement existing42

techniques to measure the distance between statistical distributions, in order to adapt these43

techniques to the more complex case of ST data.44

• Given the context of the previous research question, we must assume that the data generated45

by a phenomenon can change its statistical properties over time. Therefore, we want to46

know when must a model be updated due to a change in the probability distribution of47

phenomenon features. What are the metrics and thresholds most suitable for updating a48

model?49

4 Technical Contributions50

• Provide a theoretical background to understand the different scenarios where new data might51

induce qualitative variations of an ML production model;52

• Formulate strategies to detect changes in the data and categorize their potential impact on53

the predictive inferences for given regions of the domain.54

• Develop a methodology to mitigate the decay in the qualitative properties of ML production55

models, by either selecting a different model, updating an existing production model or56

creating a new model based on updated knowledge.57

5 Experimental Proposal58

We propose to study the behavior of several rainfall forecasting models over the entire Brazilian59

region [12], including convolutional neural network and AutoRegressive Integrated Moving Average60

(ARIMA) models. In order to evaluate the predictive quality we plan to synthetically modify statistical61

properties of existing data, in this way representing the non-stationarity aspect of the phenomenon.62

We plan to formulate predictive queries for the average rainfall in sub-regions of Brazil. These will63

be used to compare the similarity between the query space and the existing domains, and use the64

most suitable model. For the case where no model is adequate to predict the desired output, we will65

explore the possibility of updating the models within the specified geographical region.66
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