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Abstract 

Decoding the neural signal has proved to be an elusive goal. We explore the 
use of sequence analysis algorithms to identify repeating patterns of spike 
train distances and found that they could be associated to the stimulus in the 
rat peripheral system with good results. The use of these algorithms is very 
common in genomics and proteomics for genetic sequence analysis but 
rarely applied to neural systems analysis. We are convinced that with proper 
tuning they could yield useful results.  

 

1   Introduction  

Spike Train Distance is a metric that measures the sequence of action potentials emitted by 
individual neurons [1]. This edit-length metric is applicable to event sequences and yield 
distances that convey the meaning of the neural code and depending on how the 
measurements are made, they could be analogous to the symbol sequence used to analyzed 
EEG data and more common in the analysis of genetic sequences [2, 3]. This approach has 
been used for almost 50 years in the study of the structure of DNA to identify similar 
patterns in the amino acid sequence but only until recently these sequence analysis 
algorithms have been applied to neuroscience [1]. 

 

1.1   Motivation  

The main idea is that the postsynaptic effects of a spike may depend strongly on the recent 
activity at that synapse, as suggested by some authors [12, 13, 14] and the meaning of a 
spike train depends on the specific interval sequence pattern. If we can identify the patterns 
associated to a stimulus and the variations as the stimulus changes, we will be partially 
decoding the communication signals within the brain and opening the door to a wide variety 
of applications connecting devices to the brain and allowing the brain to control these 
devices. Several applications for health and entertainment could become a reality such as 
prosthesis control or sensing in a videogame.  

 

1.2   Related work 

Victor and Purpura [4, 5] used the spike interval distance metric to study how the monkey 
brain responded to visual stimuli, and the results were promising but inconclusive.   In [6], 
the authors study the Low-Threshold Mechanoreceptors of the rat Peripheral Nervous 
System to find the structure of the message using a set theory framework that could 
successfully identify repeating patterns in the sequence of intervals. Other authors [7, 8, 9, 
10] have highlighted the importance of studying spike train distances to decode the neural 



signal. 

 

2   Methodology 

In this research, the raw bioelectrical signals were acquired in-vivo from the sciatic nerve of 
the rats. Proper protocols for handling living stock were rigorously followed. The signals 
were pre-processed using the T-Distributed EM algorithm for detecting the spikes in the 
recording, as provided by the ®Plexon acquisition system. Next, the distance between spikes 
was computed and converted to a symbol, depending on the length of the distance. The 
histogram obtained from the data showed a right-skewed distribution with more occurrences 
of shorter inter spike distances. The stimulus was a pressure of 4 grams of force and later it 
was varied to 6, 8, 10 and 15 grams of force during a two minutes period. This procedure 
was repeated with 8 different patients. Fig. 1 illustrates the data acquisition process. 

 

 

Figure 1. Neural signal acquisition.  

 

 

3   Discussion and future work 

Initial results were encouraging since we were able to identify patterns of two, three and 
even four symbols that were repeated and correlated with the stimulus. The analysis also 
showed that the number of bins in the histogram had a strong effect in the determination of 
the symbols representing the different distances, and consequently, on the patterns it could 
identify. Further studies are required to determine the appropriate number of bins for the 
histogram. Also, experiments are being conducted with sequence analysis algorithms such as 
the Needleman-Wunsch to find variations were a near perfect match is found and how much 
the distance varies from the original pattern. In later test, we will be using deep recurrent 
networks to explore if these models could be useful for decoding the neural signal.  
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