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1 Statement of the problem1

The present study aims to contribute with the detection of melanoma, which is the major cause of2

death from skin cancer (1). Ultraviolet(UV) radiation exposure is considered a factor that increases3

the risk to develop melanoma. Unfortunately UV index measured in Peru during the summer are4

very high along its territory: it can go from 10 to 14 (2). According to the Instituto Nacional de5

Enfermedades Neoplasticas (INEN), the most important Hospital for cancer treatment in Peru, the6

number of cases during the period 2012-2017 showed an increase of 50.73% compared to 2006-7

2011 (3). This situation has led authorities to organize medical campaigns for the detection and8

prevention of this type of cancer looking forward to detecting the disease in an early stage which can9

contribute to decrease the death toll. Different techniques are currently used to identify melanoma10

on the skin. One of the most popular is the ABCDE (4), which is a self-skin examination that helps11

visually if the characteristics of spots on the skin correspond to melanoma. An automatic tool is12

considered helpful in this detection process especially in Peru where access to health institutions13

can be limited in some regions. Image analysis have been widely used to perform an automated test.14

Therefore, a Peruvian mobile application called MELapp was developed for this purpose, however, it15

delivers a result in 24 hours (5). Other more advanced applications such as SkinVision offer good16

alternative for prevention; however, costs might be inaccessible for a large population in Peru and the17

LatAm community. Hence, the need to develop in-house technology which has its beginning in the18

study of deep learning methods applied to cancer detection.19

2 Methodology20

The data used in this study was released for the ISIC 2018 challenge (6). Table 1 resumes the total21

amount of images used in this study, and the division into three different datasets (i.e. train, validate22

and test). From the three tasks presented in the challenge (i.e. lesion segmentation, lesion attribute23

detection, and disease classification), we gathered 13779 images and selected only those having a24

segmentation-labeled mask, and expert annotation. We took the 10% of the 10599 selected images for25

the test dataset, and we augmented the remaining 80% by performing 4 rotations (i.e. ±30°, ±30°)26

and 3 flips in the x, y and xy axis. Finally, the remaining 80% was divided into a training dataset27

(80%) and validation dataset (20%).28

Table 1: Number of images in original and augmented dataset.

Dataset Original dataset Augmented dataset
Train 7632 61056
Validation 1908 15264
Test 1059 1059

We used the Mask-RCNN architecture proposed by K. He, et al., in (7; 8). To evaluate the performance29

of the model, we used the sensitivity, specificity and accuracy for the classification, and implemented30
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the IOU (Jaccard coefficient) for the segmentation stage of the network. We trained the network in a31

Nvidia GTX1070 GPU with 8GB of memory.32

3 Results33

Figures 1a-d show correct cases of segmentation and classification. In addition, Figures 1e,f and 234

show that there are several cases in which there is a misclassification of the lesion even when the35

image is segmented correctly. This is also reflected in the accuracy value being lower than the IOU as36

shown in Table 2. From the confusion matrices in Figure 2, we found higher values of specificity37

over sensitivity due to the unbalance of the training dataset.38

Figure 1: Left:benign tumor, right: malign tumor

(a) Train (b) Validation (c) Test

Figure 2: Confusion Matrix for train (a), validation (b), and test (c) dataset

Table 2: Metrics used to evaluate the performance of the Mask-RCNN.

Dataset Sensitivity Specificity Accuracy IOU
Train 0.749 0.913 0.855 0.948
Validation 0.742 0.911 0.853 0.949
Test 0.791 0.895 0.805 0.956

4 Conclusions and discussion39

Results from the top 5 teams in the challenge showed specificity and sensitivity values higher than40

0.9, and a Jaccard Index between 0.79 and 0.8. Although high sensitivity is required for clinical41

applications to be viable, our IOU results (i.e. 0.95 for test dataset) indicate high precision in42

generating a fair approximated mask and boundaries of the lesions in order to compute, at least, three43

of the five parameters of the standard medical practice: asymmetry, borders and diameter (from the44

ABCDE test for melanoma). Further work will focus on improving accuracy to provide the doctors45

with an additional second opinion for better diagnosis of the disease. Multiple class classification46

might be a solution as the network might learn new features from other types of lesions and improve47

the metrics. Other instance segmentation models for real time applications, such as YOLACT (9), will48

also be analyzed as Mask-RCNN has a higher computational footprint, and the goal is to deploy the49

model into a mobile app. Advantages of both approaches will be considered as the model can always50

be deployed as a web service; however, this involves bigger infrastructure which increases the cost of51

maintenance. On the other hand, regarding the image resolution (e.g. images taken from different52

cellphones), we take advantage of the mask-RCNN as it is able to classify instances regardless the53

input image size. Finally, results obtained in this trial run showed the potential of deep learning54

approaches to be embedded into useful medical tools which can benefit the LatAm region.55
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