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Existing Approaches

● Kang, B., Tripathi, S., Nguyen, T.Q.: Real-time sign language fngerspelling recognition using convolutional neural networks 
from depth map. In: Patern Recognition (ACPR), 2015 3rd IAPR Asian Conference on, pp. 136–140. IEEE (2015)



Existing Solutions
● Learning the American Sign Language (ASL) 

with CNNs
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The Proposal
● Learning the American Sign Language (ASL) 

with Auto-encoders
– Simpler than CNN

– More efcient than CNN (deployed)

– Faster to train than CNN (for a similar number of layers)

– Similar performance to a CNN

– CNNs are not the panacea in patern recogniton on 
images or computer vision
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Results
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Chameleon Setup
● Resource type: bare metal/CHI@TACC 

● Lease: GPU P100

● Image: CC-Ubuntu16.04-CUDA8

● Libraries: 
– cuDNN

– libatlas-dev



Libraries: cuDNN



Chameleon Setup
● Resource type: bare metal/CHI@TACC 

● Lease: GPU P100

● Image: CC-Ubuntu16.04-CUDA8

● Packages: 
– gcc, gfortran

– python-{numpy scipy matplotlib}

– tensorflow

– glances, nvidia-ml-py, screen



Conclusions
● Learning the American Sign Language (ASL) 

with Auto-encoders
– Simpler than CNN

– More efcient than CNN

– Faster to train than CNN

– Similar performance to a CNN

– CNNs are not the panacea in patern recogniton on 
images or computer vision (no free lunch theorem)



Interested in code? Check Deep’s repo:

https://github.com/DeepDand/research

A Deep Learning Approach to 
Sign Language Recognition 
using Stacked Sparse 
Autoencoders
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