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Main message

Dopamine is a research framework for fast prototyping of 

reinforcement learning algorithms.

It aims to fill the need for a small, easily grokked codebase in which 

users can freely experiment with wild ideas [speculative research].
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● Launched on August 27th to a very a positive reception

Launch stats



Launch stats



Launch stats



Code Stats

● 12 python files (excluding tests)
○ A little over 2000 lines in total

● 98% code coverage
● Initial offering:

○ Atari environment (ALE)
○ 4 agents: DQN, C51, Rainbow, IQN

● Tensorboard integration



Code Design



Code details

● Code is well-documented

● We ran 5 independent runs for all 4 agents on all 60 games

● We provide:

○ TensorFlow checkpoints for each of these runs

○ pickle files to easily visualize in colab (or anywhere)

○ Tensorboard event files

○ JSON files with data for plotting

● Colabs for extra documentation and instruction



DQN gin-config



Comparison with published settings



Episode ends: LifeLoss vs GameOver

Machado et al., Revisiting the Arcade Learning Environment: Evaluation Protocols and 
Open Problems for General Agents, Journal of Artificial Intelligence Research, 2018.

https://jair.org/index.php/jair/article/view/11182
https://jair.org/index.php/jair/article/view/11182


Train vs Eval curves



Sticky vs non-sticky actions



New agent based on DQN



New agent from scratch



Baselines plots

https://google.github.io/dopamine/baselines/plots.html
https://google.github.io/dopamine/baselines/plots.html


Common requests

● Non-Atari gym environments (Cartpole, Acrobot, etc.)

○ very soon!

● Policy gradient methods

● Distributed training

● Visualizations



¡Gracias!
github.com/google/dopamine
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