Internal knowledge representation on trainer agents by using interactive reinforcement learning
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Abstract

Interactive reinforcement learning has become an important apprenticeship approach to speed up convergence in classic reinforcement learning problems. On some occasions, the trainer may be another artificial agent which in turn was trained using reinforcement learning methods to afterward become an advisor for other learner-agents. In this work, we analyze internal representation and characteristics of artificial trainer-agents to determine which agent may outperform others to become a better advisor.

1 Motivation and Research Problem

Reinforcement learning (RL) [1] is a behavior-based approach that allows an agent, either an infant or a robot, to learn a task by interacting with its environment and observing how the environment responds to the agent’s actions. RL has been shown in robotics [2,3] and in infant studies [4,5] to be successful in terms of acquiring new skills, by mapping situations to actions [6].

Interactive RL [7,8] allows to speed up the apprenticeship process by using a parent-like advisor to support the learning by giving useful advice in selected episodes. This allows to reduce the search space and thus to learn the task faster in comparison to an agent exploring fully autonomously [9,10]. In this regard, the parent-like advisor guides the learning robot, enhancing its performance in the same manner as external caregivers may support infants in the accomplishment of a given task, with the provided support frequently decreasing over time [11].

By using artificial agents as trainers, some properties have been studied so far such as different effects of giving advice in different episodes and with different strategies during the learning process [12] and effects of different probabilities and consistency of feedback [13,14]. In this work, we study possible implications of utilizing artificial trainers with different characteristics and different internal representations of the knowledge based on their previous experience.

The scenario consists of two robots in front of a table to learn a cleaning task (Fig. 1a). We defined objects, locations, and actions. The scene includes two objects: a sponge and a goblet. The table is divided into three zones, the left and right table sides and an additional position called home where we place the sponge during the execution of the task. We allow a robot to perform seven actions: get, drop, go home, go left, go right, clean, and abort.

As long as the agent successfully finishes the task, a reward equal to 1 is given to it, whereas a reward of −1 is given if a failed-state was reached. In this context, a failed-state is a state from where the robot cannot continue the expected task execution, for instance attempting to pick-up an object when another is already held. Furthermore, in intermediate states, it is given a small negative reward of −0.01 to encourage the agent to take shorter paths towards a final state.
2 Contribution and Discussion

In the presented scenario, there are agents with diverse behaviors which differ mostly in the path they choose until reaching a final state. There exist agents that regularly take the shortest path and others that take the longest one, we refer to them as the fast and the slow agents respectively. In both cases, agents successfully accomplish the task, although they accumulate different amounts of average reward. Obviously, the fast agents are the ones with better performance in terms of collected reward. Additionally, there is a third kind of agents with a more homogeneously distributed experience, meaning that they do not have a favorite sequence to follow and have equally explored both paths. We refer to such agents as polymath agents.

Accumulating plenty of reward does not necessarily lead an agent to becoming a good trainer, in fact it only means that the agent is able to select the shortest path most of the time from the initial state, but the experience collected in other states not involved in that route is absent or barely present and therefore such an agent cannot give good advice in those states where it does not know how to act optimally.

We recorded the internal representation of the knowledge through the Q-values to confirm the lack of learning in a subset of states. Fig. 1(b) shows a heat map of the internal Q-values of two agents, the fast and the polymath agent. Warmer regions represent larger reward and colder regions lower values. In fact, the coldest regions are associated with failed-states from where the agent should start a new episode, obtaining a negative reward of \( r = -1 \). It can be observed that the fast agent may be an inferior advisor since there exists a whole region uniformly yellow as highlighted by the blue box in Fig. 1(b), which shows no knowledge about what action to prefer. It is important to note that the region on top is in both cases colder than the rest because it is the most distant from the final states where a positive reward \( r = 1 \) is given, but in spite of that, the polymath agent is still able to select a suitable action according to the learned policy.

In this regard, the learned policy by the fast agent is partially incomplete. On the contrary, the policy learned by the polymath agent is much more complete when observing the same region. Therefore, the polymath agent is a better candidate to become an advisor for other RL agents.
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