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Abstract

In many real-world scenarios AutoML systems are necessary due to the limited expertise in Machine Learning by developers. Research in this field has lead to the development of state-of-the-art solutions for supervised Machine Learning tasks that work effectively in different application areas. However, these don’t consider the changing nature inherent to several real-world situations (e.g. recommendation systems, spam-filtering). We briefly describe a first attempt to cope with such situation. We extended Auto-Sklearn with intuitive mechanisms to allow it to cope with data distributions that change over time. Results demonstrate the effectiveness of the proposed methodology. An extended version of this work was presented in AutoML Workshop @ ICML2018.

1 Introduction

Autonomous Machine Learning (AutoML) is the field focusing on methods that aim at fully automating different stages of the machine learning process. Although progress in AutoML is vast, the considered scenarios are somewhat constrained, (e.g., in the type of approached problem, in the assumptions on data, in the size of datasets, etc). In this context, one of the most desirable features for AutoML methods is to work under a lifelong machine learning (LML) setting. LML refers to systems that can sequentially learn many tasks from one or more domains in its lifetime [11], these systems (not restricted to supervised learning) require the ability to retain knowledge, adapt to changes and transfer knowledge when learning a new task. An AutoML method that learns from different tasks and that is able to adapt itself during its lifetime would comprise a competitive and robust all-problem machine learning solution.

This report aims at exploring the viability of AutoML methods to operate in a LML setting, in particular in a scenario where the targets evolve over time, that is, in the presence of concept drift. We modify the Auto-Sklearn method with mechanisms that allow it to deal with the drift phenomenon in a simplified LML evaluation scenario. To the best of our knowledge these are the first results reported on AutoML in the presence of Concept Drift.

Although work for processing streams and data in the presence of drift is vast [10, 12, 3], to the best of our knowledge existing work as not approaching the AutoML setting: automatically building and updating a full model [1], that is a model that comprises data preprocessing, feature selection and classification model and that optimizes hyperparameters of the whole model.

2 Scenario, methods and experimental results

We consider a simplified LML - AutoML with a concept drift scenario, which is precisely the scenario considered in the forthcoming AutoML3 challenge. For the evaluation datasets are split in sequential batches, after each batch is predicted using the method to evaluate target values for that batch are revealed and the batch is evaluated. The overall performance is evaluated with the average of all the batches. Figure [1] illustrates the considered scenario.

*Authorship from the full-paper also includes: Wei Wei Tu, Yang Yu, Lisheng Sun-Hosoya Isabelle Guyon and Michele Sebag [8].

https://www.4paradigm.com/competition/nips2018
Figure 1: Evaluation scenario considered in the AutoML3 challenge.

We extended one of the most successful solutions in AutoML: Auto-Sklearn [2][5]. Our proposed method is firstly trained with a tagged batch of data, then it receives the following batch and makes predictions, after the target values are revealed it uses a explicit Drift Detector which rings an alarm if a drift in the data distribution occurred. Namely, we use FHDDM state-of-the-art method for drift detection in evolving data [9], FHDDM is based on the widely used method DDM[4] given its short number of hyper-parameters.

Instead of a single classification model, Auto-Sklearn generates an ensemble which our method improves after drift is detected, we describe very shortly the 4 strategies we propose in order to achieve this.

- **Model replacement.** A traditional concept drift adaptation where the model is globally replaced with a new one.
- **WU-latest.** Ensemble weights are updated with the latest data batch
- **WU-all.** Ensemble weights are updated with all batches processed.
- **Add new.** A new set of models are trained and added to the current ensemble.

We tested the 4 different strategies in benchmark Concept Drift datasets and compared them with the original Auto-Sklearn method. Experiments with undisclosed AutoML data [7] with presence of temporal dependencies were also performed. As shown in the tables, the 4 strategies of our method improve the baseline. The best performing strategy depends mainly on the type of drift present in the dataset (gradual, abrupt, recurrent, etc.) and the overall structure of its features.

Figure 2: Accuracy per batch of our methods. From left to right: Electricity, Poker and Chess datasets.

Table 1: Results on data from the AutoML2 challenge (AUC).

<table>
<thead>
<tr>
<th>Method</th>
<th>PM</th>
<th>RH</th>
<th>RI</th>
<th>RL</th>
<th>RM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>0.433</td>
<td>0.192</td>
<td>0.299</td>
<td>0.340</td>
<td>0.264</td>
</tr>
<tr>
<td>Replacement</td>
<td>0.433</td>
<td>0.197</td>
<td>0.092</td>
<td><strong>0.478</strong></td>
<td>0.264</td>
</tr>
<tr>
<td>WU-all</td>
<td>0.433</td>
<td><strong>0.370</strong></td>
<td>0.199</td>
<td>0.212</td>
<td>0.264</td>
</tr>
<tr>
<td>WU-latest</td>
<td>0.433</td>
<td>0.270</td>
<td><strong>0.450</strong></td>
<td>0.405</td>
<td>0.264</td>
</tr>
<tr>
<td>Add new</td>
<td>0.433</td>
<td>0.298</td>
<td>0.184</td>
<td>0.277</td>
<td>0.264</td>
</tr>
</tbody>
</table>

3 Conclusions

To the best of our knowledge this is the first work dealing with AutoML in the presence of drift. Experimental results confirm the usefulness of the proposed mechanisms for dealing with drift. Although our results are far from being conclusive, they bring some light into the performance of AutoML for evolving data streams.
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