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Research Problem: ​The determination of water quality in rivers is a very important task for               
ensuring the well-being of any population [1]. Moreover, It is very laborious task, involving a               
combination of chemical and microbiological analysis techniques. A low cost alternative to            
achieve this same goal is the use of ​biomonitoring or recognition of macroinvertebrate             
organisms which presence or absence can be used to determine the water quality [2].  
 
Biomonitoring is often used in rural communities that use of natural streams for consumption              
and daily life. In those cases community members are often the ones obtaining the quality               
reports. Although it is an efficient method it has the disadvantage that it requires biological               
training both for the capture, and identification of macroinvertebrate present in water and             
watersheds [3]. 
 
Motivation: ​This work focuses on providing a tool to automate the recognition of freshwater              
macroinvertebrate images based on deep convolutional networks using the Python          
programming language, and the Tensorflow [4] and Keras libraries. 
 
Technical Contribution: ​The contributions of the works are presented as follows: First, the             
development of a database of macroinvertebrate images is presented. Then the details of             
the implementation of the automatic recognition algorithm are described. 
 
Database of Training Images​: ​A database of images (subfolders) was created for each of the 
14 families of macroinvertebrates in the study, examples of characteristic images of each of 
the families are shown in ​Figure 1​. 

 

Figure 1​. Test images of Macroinvertebrate families including shells classes. 

Due there were few test images (n<100) for some of the families studied, the ​Data               
augmentation (DA) ​[6] technique was used to obtain new images from the initial images. To               
achieve this, different methods of rotation, cutting, translation and change in the intensity of              
colors are applied to each image, thus obtaining new images for training the model in the                
network.  
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Model Training​: The Inception-v3 algorithm [5] was used as the reference model, the             
Transfer Learning module (TL) ​was added, which implies that only the last layers of the               
network were trained and the classification of the family resulted in the output layer of               
macroinvertebrate. Finally, all the training models were applied the ​Fine Tuning (FT)            
method, balancing the values of the network in the last layers to improve the classification.               
Network Architecture is shown in ​Figure 2​. 
 

 
Figure 2​. Network Architecture. Inception-v3 is used to predict macroinvertebrate classes. 

 
Results​: ​Various experiments were sought after, however we present the results of            
Experiment #4, the automation of the recognition of 14 families of macroinvertebrates (10             
families of shells and 4 of the families "ephemeroptera" and "odonata"), in Figure 2.  

 
Results of Experiment #4. The FT-DA method obtains the lowest classification errors in the              
validation and test datasets, but the performance of the TL method obtains a minimum error               
in the training phase. 
 
Conclusions​: ​It is possible to develop a macro invertebrate image recognition tool using a              
small volume database. In overall, the best results in the recognition tool were obtained by               
using fine adjustment in the final layers of the convolutional model and a data augmentation               
module. To obtain a good model, it is necessary to balance the volume of images between                
the different classes as much as possible or to weight the training in the classes with the                 
lowest volume, this can be seen in the high value obtained in Cohen's κ coefficient. 
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