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Motivating Problem

I Securing data for human trafficking research is

notoriously challenging and requires coordinated efforts.

I Criminals disguise their activities through coded messages,

complicating research due to evolving language.

IA reproducible approach for collecting, processing, and

labeling data from commercial sex ads is essential.

Contributions

IDeveloped a reproducible and automated methodology to

analyze five million commercial sex advertisements.

I Implemented custom-trained Named Entity Recognition

(NER) models to handle adversarial text in ads.

I Constructed a Relatedness Graph to identify connections

indicative of organized crime activities.

I Introduced pseudo-labeling techniques for Human

Trafficking Risk Prediction & Organized Activity Detection.

Methodology Overview

We propose a methodology for identifying Human

Trafficking Risk Prediction (HTRP) and Organized Activity

Detection (OAD) from commercial sex ads, involving:

1.Scrape: Collect ads and metadata from a commercial sex

website, addressing data cleaning and normalization.

2.Process: Apply deduplication techniques to refine the

dataset, ensuring vital contextual cues are preserved.

3.Graph: Construct a Relatedness Graph to visualize

connections between ads using shared identifiers.

4.Pseudo-labeling: Classify ad pairs and individual ads into

binary categories for HTRP and OAD.

IAt the end of the Scrape step, we end up with 5,053,249 ads,

but after applying deduplication techniques, the dataset was

of 515,865 unique ads, a duplication rate of about 90%.

IDuring the Process step we trained a NER model with expert

ground-trut labeled data to address the limitations of

standard NER models in handling adversarial text.

I Connecting ads in the Graph step, using identifiers like

phone numbers or social media handles, reveals patterns of

organized activity, with connected components typical of

organized crime, useful in the pseudo-labeling step.

Two similar posts with a shared identifier. Graph of connected components.

Size range Components

1 node 184,877

2-10 nodes 51,117

10-100 nodes 5,928

100-1000 nodes 80

1000+ nodes 1

Total 287,192
Sizes of connected components.

A connected component labeled high risk by phone #.

Summary of Challenges

I The heterogeneous nature of the data requires nuanced

extraction and interpretation to preserve critical information.

I The presence of ad duplicates requires careful de-duplication

to preserve meaningful content and unconventional

word-number combinations and emojis.

I Selecting an effective NER tokenizer is pivotal, with

Longformer emerging as the top choice for diverse data.

IARelatedness Graph, although sparse, is essential for

revealing patterns & facilitating the pseudo-labeling process.
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