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Abstract

As the media landscape evolves, the study of
news framing, key to shaping public opinion,
has expanded. Our study presents a method-
ology for framing analysis in Spanish media
using NLP to uncover the cultural and polit-
ical factors shaping narratives. This method
enhances linguistic inclusivity in framing stud-
ies and highlights Spanish media’s role in pub-
lic opinion, showing NLP’s utility in diverse
linguistic contexts and contributing to a more
comprehensive global media analysis.

1 Introduction

In the contemporary media landscape, the influence
of how news is framed—selectively presenting cer-
tain aspects of a story to shape public opinion is
more pronounced than ever. This process, known
as framing, is critical because it not only highlights
specific angles of news stories but also significantly
influences public attitudes and behaviors by shap-
ing the discourse around key issues (Hassan et al.,
2020; Yang et al., 2017; Puertas et al., 2018).

Despite extensive research on media framing
in English, Spanish-language media dynamics are
less studied, despite their global impact. This gap
in research highlights a critical lack of understand-
ing about the diversity of media manipulation and
framing techniques across linguistic and cultural
contexts (Camacho et al., 2022).

Our study introduces a methodology tailored
for the analysis of framing in Spanish-language
news using advanced Natural Language Processing
(NLP) techniques. This approach is influenced by
recent advancements in the field, particularly the in-
sights gained from SemEval 2023 (Piskorski et al.,
2023). By focusing on Spanish, we aim to enhance
linguistic inclusivity in framing studies and better
understand the unique cultural and political factors
that influence media narratives (Kim et al., 2019;
Solves et al., 2019).

Our methodology provides insights into the
strategies used to frame news stories in Spanish
and evaluates the effectiveness of these strategies in
shaping public opinion. The results of our study re-
veal significant variability in how different framing
categories are applied, underscoring the complexity
of adapting analytical tools to different linguistic
environments (Alhindi et al., 2020).

This research paves the way for future cross-
linguistic studies. It enriches our comprehension of
how media narratives are crafted and perceived
across different cultures, reinforcing the impor-
tance of considering linguistic diversity in me-
dia studies(Cuadrado et al., 2023a; Puertas and
Martinez-Santos, 2021).

2 Methodology

Our methodological framework begins with pre-
processing using NLTK for text normalization and
continues with web scraping for feature extraction,
focusing on category-specific Spanish lexicons. We
apply SMOTE for class balance and StratifiedShuf-
fleSplit for robust data partitioning. Classifier se-
lection is refined through a voting mechanism, lead-
ing to the evaluation phase where cross-validation
ensures the accuracy and generalizability of our
model. This concise yet comprehensive approach,
outlined in Figure 1, provides a systematic pathway
to analyze framing within Spanish media narratives
(Puertas et al., 2021).

2.1 Preprocessing

Preprocessing with NLTK is key to refining the
dataset for precise modeling. Text is made uniform
by lowercasing and clearing non-essential charac-
ters, ensuring only pertinent information is retained
for analysis. Tokenizing the text into discrete words
and removing stop words pares down the data to its
most informative elements. Lemmatization further
streamlines the variability of words, setting a solid



Figure 1: Methodology Pipeline

foundation for accurate feature analysis (Moreno-
Sandoval et al., 2019; Puertas et al., 2019).

2.2 Feature Extraction
We customize feature extraction for the Spanish
context. Initially, we collected data via web scrap-
ing, drawing from resources aligned with our cate-
gories, such as Wikipedia, using the Beautifulsoup
library to compile relevant texts (Patel and Patel,
2020).

Adapting the method for Spanish (Cuadrado
et al., 2023a), we cleaned the text by re-
moving extraneous characters and standardized
words(Cuadrado et al., 2023b). We then broke
down the text into tokens, a step divergent from the
NLTK library’s (Bird, 2006) approach for English,
to better suit the Spanish lexicon. Leveraging the
‘Weirdness’ concept, we compared the token fre-
quencies with Google’s Spanish unigrams to curate
a lexicon unique to each framing category (Geyken
and Lemnitzer, 2012; Brooke et al., 2009).

The final lexicon, representing the most salient
terms within each contextual category, was incorpo-
rated into a Bag-of-Words model. These represen-
tations formed the foundation for our model’s input
features, essential for the subsequent voting-based
classification system (Martinez et al., 2023a,b),
thus ensuring a precise analysis of framing within
Spanish media narratives.

2.3 Regularization
SMOTE equilibrates our dataset, crucial for unbi-
ased model predictions. The StratifiedShuffleSplit
method ensures a representative division of data,
aiding in model validation and promoting its appli-
cability to broader data sets (Chawla et al., 2002;
Mahesh et al., 2023).

2.4 Classifiers
The voting mechanism in our classifiers enhances
accuracy by amalgamating the strengths of individ-

ual models. By evaluating classifiers through the
Python lazy classifier tool, we identified the top
three for each category by their performance. In
action, these classifiers vote on classifications, with
the majority decision shaping the final outcome.
This approach not only bolsters the model’s robust-
ness and precision but also has been confirmed
through performance tests. Utilizing this ensem-
ble method, our classification process is precisely
calibrated for distinct categories, ensuring broad
applicability and reliability.

2.5 Evaluation

In the evaluation stage, we conduct a thorough ap-
praisal to select the best-performing model. This
stage is essential for confirming the model’s effi-
cacy in multi-label classification, ensuring it can
deftly navigate the complexities of various framing
categories.

3 Experimental Setup

The "Framing Across Borders" corpus (Cuadrado
et al., 2024) serves as the foundation of our experi-
mental setup, incorporating 140 Spanish-language
articles from "El Universal" and "El Tiempo."
Articles were selected to cover a broad spec-
trum of socio-political topics and tones, with neu-
tral (45.85%), negative (36.68%), and positive
(17.47%) perspectives represented. The dataset
predominantly features frames such as ‘Public opin-
ion’ (57.89%), ‘Political’ (42.98%), and ‘Security
and defense’ (27.63%), highlighting the salience of
governance and societal issues in news narratives.

For our model evaluation, we partitioned these
articles into training (80%), development (10%),
and testing (10%) sets. This distribution was strate-
gically chosen to foster effective learning and val-
idation, facilitating a thorough assessment of the
model’s predictive performance.



Figure 2: Confusion Matrix Summary for Traning and Test Results.

Precision Recall F1 Score
micro avg 0.31 0.33 0.32
macro avg 0.21 0.31 0.20

weighted avg 0.41 0.33 0.33
samples avg 0.28 0.34 0.29

Table 1: Metrics Summary.

4 Results

The overall performance metrics of our model, pre-
sented in the Table 1, show precision, recall, and
F1 scores that might initially suggest modest ef-
fectiveness. Specifically, the micro average scores
are 0.31 for precision, 0.33 for recall, and 0.32
for F1; macro averages are even lower at 0.21 for
precision, 0.31 for recall, and 0.20 for F1. While
these metrics appear low, they do not necessarily
indicate poor model performance. Instead, they
reflect challenges in accurately detecting certain
framing categories, which are not uniformly easy
to identify.

These challenges are further elucidated by the
confusion matrices shown in Figure 2, which detail
the model’s performance across various framing

categories. For instance, while there are categories
where the model over-predicts false positives, such
as Legality, Constitutionality, and Jurisprudence
and External Regulation and Reputation, it per-
forms well in accurately identifying positives in
other categories like Cultural Identity, Public Opin-
ion, and Economic.

The detailed examination of individual category
performance within the confusion matrices helps
to affirm that the model is effectively identifying
frames in several key areas, despite the lower aver-
age scores. This nuanced understanding is crucial
for directing future refinements and ensuring a bal-
anced evaluation of the model’s capabilities.

5 Conclusions

This study has demonstrated a gradual yet consis-
tent enhancement of the model’s ability to clas-
sify framing in Spanish-language news. While
the model performed well in distinguishing sev-
eral frames, it became evident that achieving uni-
formly high levels of accuracy across all categories
remains a challenge.



6 Limitations and Future Work

The limitations of our study primarily revolve
around the difficulties in achieving consistent accu-
racy across all framing categories, highlighting the
need for further refinement of the model. Future
work will focus on ensuring that every category
of framing is recognized with similar precision.
This will likely involve expanding the training data
and refining the algorithm to better understand and
categorize the nuanced language of news frames.
The goal is to develop a balanced and reliable tool
for framing analysis, ultimately strengthening our
understanding of how media narratives shape and
reflect public discourse.
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