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Abstract

The transformer-based architectures have
achieved remarkable success in several Natural
Language Processing tasks, such as the Ques-
tion Answering domain. Our research focuses
on different transformer-based language mod-
els’ performance in software development legal
domain specialized datasets for the Question
Answering task. It compares the performance
with the general-purpose Question Answering
task. We have experimented with the PolicyQA
dataset and conformed to documents regarding
users’ data handling policies, which fall into
the software legal domain. We used as base
encoders BERT, ALBERT, RoBERTa, Distil-
BERT and LEGAL-BERT and compare their
performance on the Question answering bench-
mark dataset SQuAD V2.0 and PolicyQA. Our
results indicate that the performance of these
models as contextual embeddings encoders in
the PolicyQA dataset is significantly lower than
in the SQuAD V2.0. Furthermore, we showed
that surprisingly general domain BERT-based
models like ALBERT and BERT obtain bet-
ter performance than a more domain-specific
trained model like LEGAL-BERT.

1 Introduction

Question Answering (QA) Systems are an au-
tomated method for retrieving correct answers
to questions posed by humans in natural lan-
guage (Dwivedi and Singh, 2013). A subclass of
Question Answering systems is machine reading
comprehension, whose primary goal is to retrieve
answers to a given question in a single paragraph
of text. The task has achieved remarkable success
in the general domain using transformer-based ar-
chitecture. However, previous research has demon-
strated that utilizing in-domain text for training can
benefit more from general-domain language mod-
els in specialized disciplines such as biology (Lee
et al., 2020). Thus, one can infer that using legal-
domain text can leverage the Question Answering

performance regarding legal questionnaires.

Legal documents are challenging to understand
appropriately without a legal background. The
challenges also lie with software companies and
software privacy policies and regulations. The ex-
ponential growth of applications worldwide and
monitoring of our environments, decisions, tastes,
and others make it more and more important to be
aware of how the data is being managed, shared,
and used. Companies must include the stated infor-
mation in the privacy policies of every application.
The challenges lie in the characteristics of legal
software documents, which are longevity, ambigu-
ity, and complexity. A high-performance Question
Answering system on legal documents of software
systems (privacy, policy rules) can have various
applications. One example of possible use is that
every person can check fast if their queries have an
answer in such a long document before signing or
agreeing to the terms and conditions.

The big transformer-based BERT model has had
a great result on general-purpose dataset SQUAD
version 1 (V1), and 2 (V2) (Rajpurkar et al., 2016,
2018). There is limited research on the perfor-
mance of BERT-model variants on legal software
datasets such as PolicyQA (Ahmad et al., 2020;
Martinez-Gil, 2021) which reports the results only
of the original BERT model.

In this paper, we provide a study of the per-
formance of models like BERT (Devlin et al.,
2018), LEGAL-BERT (Chalkidis et al., 2020), AL-
BERT (Lan et al., 2019), DistilBERT (Sanh et al.,
2019), and RoBERTa (Liu et al., 2019) in the
SQuAD and PolicyQA datasets. Furthermore, we
compare and analyze such results, allowing us to
pick the best model to obtain the best results in
the PolicyQA dataset using only pre-trained mod-
els. Our results indicate that the performance of
these models as contextual embeddings encoders
in the PolicyQA dataset is significantly lower than



in the SQUAD V2.0. Furthermore, we showed that
surprisingly general domain BERT-based models
like ALBERT and BERT obtain better performance
than a more domain-specific trained model like
LEGAL-BERT.

The paper is organized as follows. First, we
present a section of related work. The next section
elaborates on the methodology followed. Then,
in section 3 presents performed experiments. The
consequent section 4 details a discussion about the
results. The final section concludes the work.

2 Related Work

Researchers have dedicated significantly to the
Question Answering systems in the legal domain in
recent times. According to the study by (Martinez-
Gil, 2021) Deep Learning models achieved the best
results. The most recent research success in Ques-
tion Answering and Legal Question Answering
(LQA) has come from Neural Attentive Text Rep-
resentation. Few Shot Learning in the legal domain
and diverse applications of the successful BERT
model (Devlin et al., 2018; Martinez-Gil, 2021).

There are various datasets for working with
Question Answering tasks in the general-purpose
domain, and the SQuUAD is the most recognized
because of achieving benchmark results (Rajpurkar
et al., 2018). In the legal domain, JEC-QA (Zhong
etal., 2020), ResPubliQA (Pefias et al., 2009), JRC-
ACQUIS Multilingual Parallel Corpus (Steinberger
et al., 2006) are well recognized. In the legal do-
main of Software Development of Question An-
swering datasets, PolicyQA (Ahmad et al., 2020)
is one of the most well-known and compatible with
the SQuAD dataset format. However, the study on
the performance of some significant benchmarks
in general Question Answering in these domain-
specific datasets is limited (Martinez-Gil, 2021).

To the best of our knowledge, this is the first
work studying the performance on the PolicyQA
dataset using as architecture only variants of BERT-
based model encoder besides the original BERT.
Also, the best results reported have been on the
work (Ahmad et al., 2020) using the original BERT
model with 29.5 of Exact Match (EM) and 56.11
of F1. This work showed that ALBERT is a better
encoder and obtains the best results in our study on
the PolicyQA dataset.

3 Methodology

We studied and compared the performance of sev-
eral BERT-related models in two Question Answer-
ing datasets. One dataset is from general domains
SQuAD V2.0 and a specific domain in legal text
related to software development called PolicyQA.

3.1 Datasets

The SQuAD V2 dataset is a reading comprehension
dataset consisting of more than 100,000 questions
posed by crowdworkers on a set of Wikipedia arti-
cles. The answer to each question is a segment of
text from the corresponding reading passage (Ra-
jpurkar et al., 2016, 2018).

The PolicyQA dataset is a reading comprehen-
sion dataset that contains 25,017 reading compre-
hension style examples curated from an existing
corpus of 115 website privacy policies. PolicyQA
provides 714 human-annotated questions for a wide
range of privacy practices (Ahmad et al., 2020).

Both datasets are designed for the extractive
Question Answering, where the answer is a span
of text in the passage. Also, the passage might not
be related to the question and does not contain the
answer.

3.2 Models

We selected a set of the most used BERT-related
models with outstanding performance in the
SQuAD dataset like ALBERT, RoBERTa, and clas-
sic BERT. Additionally, we utilized the DistilBERT
model because it is a cheaper and smaller model
with competitive capabilities compared to other
bigger BERT-based models. Thus, it is feasible to
choose the DistilBERT model for speed during in-
ference and usability on devices (Sanh et al., 2019).
Moreover, we tested the LEGAL-BERT model, a
version of the original BERT model trained from
scratch with legal documents (Chalkidis et al.,
2020). We compared it with the other general-
purpose models to see if we could get better results
using a legal-based BERT in the PolicyQA dataset
than others trained in general text.

4 Experiments

We conducted our experiment using the pretrained
versions of the models BERT, ALBERT, RoBERTa,
DistilBERT, and LEGAL-BERT. The benchmark
in the Question Answering (QA) task is evaluated



Dataset Name BERT ALBERT | LEGAL-BERT | RoBERTa DistlIBERT
EM | FI EM | FI EM | FI EM | FI EM | FI

SQUAD V2.0 | oy 6 1 7739 | 739 | 7701 | 735 | 77.01 | 769 | 801 | 6547 | 69.27

5 epochs

SP"]‘CYQA 29.5 | 56.11 | 28.76 | 57.36 | 28.08 | 54.66 | 27.23 | 54.88 | 25.42 | 52.34

epochs

SQUADV2.0 1 ) o1 9539 | 7271 | 7721 | 715 | 7530 | 75.18 | 7430 | 64.79 | 68.93

10 epochs

PolicyQA 29.6 | 57.02 | 29.7 | 58.43 | 28.45 | 55.01 | 27.85 | 54.91 | 25.81 | 52.48

10 epochs

Table 1: Result of the models on SQUAD V2.0 and PolicyQA

on the EM (Exact Match) and F1 metrics (Jurafsky
and Martin).

To run our experiments, we used the open-source
code from hugginface/transformers !, we built two
notebooks to run experiments using this code, and
we provide an open repository with both notebooks
at 2. In this work, we didn’t make any changes to
the original code, we only plugged in the PolicyQA
dataset instead of the usual SQuAD and also the
particular model we wanted to test.

Our selected models ran for 5 and 10 epochs on
PolicyQA and SQUAD V2.0 datasets. Table 1 com-
pares the models on both datasets and variations
of epochs, and the metric for measurement is EM
(Exact Match) and F1.

5 Discussion

Our experimental results revealed some interest-
ing aspects. Firstly, The BERT and ALBERT
model’s pre-trained version performed better than
the LEGAL-BERT model in SQUAD V2.0 and Pol-
icyQA datasets. Since LEGAL-BERT was trained
on legal text, our assumption was that it would
perform better than all the models. However, our
assumption did not hold. We believe that there are
notable separations among subdomains even inside
the legal domain. PolicyQA is legal text in the sub-
domain of Software Development and privacy in
applications. Thus, it is feasible that a more gen-
eralized pre-trained model would produce a better
result than a model trained in a legal subdomain
with high separation from the Software Develop-
ment legal domain. Secondly, in PolicyQA, the
increase of epochs improves the performance of
the models to some degree, which suggests that
training for more epochs might still improve the re-
sults. We will continue increasing epochs, however,
every experiment consumes a considerable amount

"https://github.com/huggingface/transformers
Zhttps://github.com/Fidac/Legal-SE-BERT-Study

of time.

Another essential aspect to note is the big dif-
ference between the results in SQuAD V2.0 and
PolicyQA of every model. One first reason is the
difference in the size of both datasets. Another rea-
son is the difficult language that comes with legal
domain text (Martinez-Gil, 2021).

From these results, our recommendations and,
at the same time, our future work are the follow-
ing. First, train the BERT model from scratch on
only data related to the software development le-
gal domain and use that model instead as the base
encoder. Furthermore, since ALBERT obtained
the best performance, we believe the best would
be to train from scratch the ALBERT model di-
rectly. Finally, we recommend the use of ensemble
methods which have proved to give significant im-
provements in Question Answering Systems 3.

6 Conclusions

Transformer-based language models have signif-
icantly advanced the field of NLP tasks, includ-
ing Question Answering. This work studies the
performance of several BERT model variants in
the SQuAD V2.0 and PolicyQA datasets. The re-
sults showed LEGAL-BERT did not perform better
than general pre-trained models like BERT and AL-
BERT. Finally, the ALBERT model achieved top
results, which makes it a proper choice at the mo-
ment as a root and contextual embeddings encoder
for a complex model design in the future. Fur-
thermore, our work suggests that the best venue to
follow is to train the ALBERT model from scratch
on only data related to the software development
legal domain and use that model instead as the base
encoder.

3https://rajpurkar.github.io/SQuAD-explorer/
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