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Abstract

The concept of Collective Leadership (CL,
broadly speaking leadership within groups) is dif-
ficult to define and detect empirically. A promis-
ing avenue for detecting CL focuses on discursive
approaches based on group interaction and ‘turn-
ing points’ in the discussion, where participants
concur on the need for action. In this methodolog-
ical paper, we present: a novel NLP-task for the
detection of CL and a novel generative AI exper-
imental architecture to support this task. To our
knowledge, this research is the first to combine
NLP and leadership theories with strong organisa-
tional process models. These models are linked
using a formal notation applied to board text data,
and cemented in a generative AI pipeline with
the latest methodologies for in-context learning,
reducing the need of costly manual annotation.
Forthcoming research will provide an annotated
dataset.

1. Introduction
Croft et al. (2022) define CL as ”The interaction of strategic
ambiguity and inward- and outward-facing reification prac-
tices to maintain divergent perspectives alongside agreed
collective aims, alignment, coordination of activities, and
commitment to collective success.”. The literature surround-
ing Collective Leadership includes ample theorising but
limited research on how it manifests empirically, let alone in
the context of executive boards (Edwards & Bolden, 2023;
Croft et al., 2022; Ospina et al., 2020; Fairhurst et al., 2020).

A promising avenue for detecting CL and connected con-
cepts in the above definition (such as strategic ambiguity
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1, reification 2 and collective work 3) includes discursive
approaches to leadership, interaction and ‘turning points’ in
a discussion, where participants concur on the need for ac-
tion (Fairhurst, 2007; Sklaveniti, 2020; Lortie et al., 2022).
These degrees of reification and the distinction between
divergence (or lack of coordination), collective work and
collective leadership are illustrated in Figure 1.

These discursive approaches have yet to make use of Natural
Language Processing (NLP) techniques to detect CL. After
reviewing the NLP literature on group decision-making we
identified only three articles Mayfield & Black (2019b;a;
2020) and one dataset, the Wikipedia’s Article for Deletion
forums (Xiao & Sitaula, 2018; Xiao & Nickerson), and no
definition of an NLP task specific for detecting CL. Overall,
these findings reflect that NLP (or large-scale text analytics)
is hardly applied in organisational research or leadership
studies (Hannigan et al., 2019).

Against this background, in this study we seek to respond
to this research question: ”In the absence of a defined NLP
task for the detection of CL, what is the most appropriate,
generative AI architecture for identifying CL using solely
board meeting textual data (board reports, minutes)?”

This research is framed against a wider question around col-
lective leadership (CL) in innovation adoption with a socio-
technical lens within healthcare organisations (Williams &
Cresswell; Krasuska et al., 2021; Cresswell et al., 2019;
Hoda, 2022; Valdes et al., 2022), which serves to motivate
the source data (healthcare board reports and minutes).

2. Preliminaries
2.1. Understanding how hospital executive boards work

Executive boards in public healthcare organisations are inter-
esting places to study collective leadership. This is because

1Defined as the “deliberate use of ambiguity to accommodate
competing strategic aims” Croft et al. (2022)

2This as opposed to divergence, can be interpreted as ‘solidifi-
cation of commitment’.

3This is defined to a situation where there is alignment and
coordination of activities but no agreed direction or commitment.
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Figure 1. Turning points in board discourse ordered in degrees of reification. The chart outlines how the increasing levels of reification
provides a distinction between collective work and collective leadership. Low levels of reification signal divergence. After an action has
been agreed and minuted, follow through signals collective leadership

of their composition, their public nature, and the language
and constructs used.

Previous research in this space (Manzoor et al., 2022) has
identified that these boards include nine to 11 members,
roughly split between executives (’Chief’ employee roles)
and members of the public (non-executive directors), with
the meeting led by a non-executive chairperson. Sub-board
Directors author, present reports and answer questions aris-
ing from non-executives. The presence of three different
stakeholder groups (executives, non-executives, directors),
makes these meetings unique to establish collective leader-
ship across layers of the organisational structure.

Given their public sector nature, members of the public can
attend and observe these meetings, and reports and papers
are matters of public record. While meeting observations
are traditionally used for leadership research (Croft et al.,
2022; Sklaveniti, 2020; Lortie et al., 2022; Manzoor et al.,
2022), there is limited analysis of the content of the reports
and discussions provided (Watkins et al., 2008), making the
reports and minutes of these meetings an untapped source
of data for computational scientists.

Although beyond the scope of this paper, it is worth not-
ing the linguistic features and availability of this data are
complex for data scientists. A forthcoming dataset will be
one of our contributions of our wider study ((Valdes et al.,
2024)).

2.2. A worked example of collective leadership in board
data

What does this mean in practice? The degrees of reification
and the distinction between collective work and collective
leadership were illustrated in Figure 1. As noted in that fig-
ure, we will focus on the ability to identify allocated actions
which are followed through over time. This is illustrated in
Figure 2. In the first section of the figure, we see the section

Figure 2. Exampleof collective leadership in board text data. These
two extracts provide an example of the linguistic features we want
the model to focus on: identifying an action allocated to an in-
vidividual or committee, and how this specific action has been
followed through over time.

of the report in January 2023 discussing the element related
to duty of candor compliance. This generated an action for
members GF/AS, as can be seen in the extract of the July
action log. This action was effectively followed through
until July, when it was agreed to be closed as considered
complete.

Considering that expenditure in healthcare services is over
£70bn in England, there is a strong public interest in pro-
viding automated means to verify leadership cohesion in
these organisations. We envisage these principles could be
extended to other large organisations, outside of healthcare.
In summary, our NLP task is a novel, useful, challenging
task that has impact in the real world.

In the next section, we discuss more in detail how we define
the CL NLP task.
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3. A novel NLP task to identifying collective
leadership from text data

Introducing our notation, l represents an element of the set of
board decision-making labels; s,f represent paragraphs of
the minutes and reports respectively; i represents a particular
hospital; t, τ represent different meetings (or moments in
time), and the symbol ∼ denotes similarity.

In this section we formally introduce the discussion labels
l, in particular the ‘Accept Action’ label to detect collec-
tive work and collective leadership. We link this with the
organisational research contexts mentioned in section 2.1
above.

To inform our NLP approach, we translate the concept of
CL into an executive board space of NHS hospitals by focus-
ing on particular ‘turning points’ in the discussion, where
participants formally agree on the need for change through
a minuted action. Following (Croft et al., 2022) and as
illustrated in 1 above, we posit that to detect collective lead-
ership from executive board text requires the fulfilment of
two conditions:

1. Collective work (Cw(t, τ)) or joint understanding across
time can be detected by comparing the semantic similarity
between sections of minutes and reports for a particular
meeting and over time across meetings. We consider that
most types of board actions (in the textual form of a decision-
making label l) can signal collective work, provided that
we see some commonality/similarity between reports and
discussions over time.

Equation 1 shows that there is collective work in the form of
joint understanding over time, if we can identify sufficiently
similar text within board minutes and reports, for any type
of board discussion labels (as long as they are different from
‘Accept Action’). The concept is formulated below.

∀t, τ ∈ 1, ..., T , Cw ⇐⇒ (lti ̸= ‘AcceptAction′) ∧
∧ (sti ∼ f t

i ∼ sτi ∼ sτi ) ∧ (t ̸= τ) where Cw

(1)

2. Reification over strategic ambiguity (R(t) happens
when there is a clear, agreed action for a nominated indi-
vidual, signalling there is enough ‘solidification of commit-
ment’ at the executive level to merit a change in direction.
We will thus have a section of the minutes labelled with
‘Accept action’.

R(t) ⇐⇒ lti = ‘AcceptAction′ (2)

Collective leadership (CL(t, τ1, τ2)) takes place when we
see an ‘Accept Action’ label as part of a discussion in the
minutes, provided that features of that discussion will have

some follow-up over time (in future), and there has been
some discussion about it (contemporaneously or in the past).

Applying the label ‘Accept Action’ at time t for a sec-
tion of the minutes sti in isolation does not reflect CL. It
does so only if we see (i) sustained commitment over time
through other minutes or reports with a similar topic in fu-
ture, (sτ2i ,fτ2

i ) and (ii) evidence of previous collective work
Cw(τ1), which means it has also been raised previously in
minutes or reports).

Equation 3 shows there must be at least two points in time
(in past -τ1 and in future -τ2) where the language model
finds semantic similarity compared to the text (sti) in time t
which has been classified with an ‘Accept Action’ label.

This is formalised in equation 3 below.

CL(t, τ1, τ2)
⇐⇒ ∃ t, τ1, τ2,∈ 1, . . . , τ1, . . . , t . . . , τ2, . . . , T ∧
∧R(t) ∧ Cw(τ1, t) ∧ Cw(τ2, t)

(3)

Once we have identified the relevant section of the minutes
dealing with a particular action, we verify the condition of
collective work over time. We do this by identifying that a
similar text which can be found in other minutes and reports
at other points in time (in future).

4. A novel generative AI architecture for
identifying CL in board text data

We propose use large language models and generative AI
to inform two separate, well-known NLP tasks: one, a text
classification task which allows the large language model to
identify when an action has been recorded as such within
the minutes (the ’Accept action’ label). Then, a semantic
similarity task, which allows the model to identify when
a similar topic has been raised in previous reports, and
has been discussed in future meetings (signalling collective
leadership).

Figure 3 outlines the proposed architecture of the language
model. Within the architecture, we have considered various
potential text representations and prompting approaches as
part of our experimental design. Our experimental design
considers 12 (3x4) architectures as outlined below. In our
notation σ is a parameter that denotes a quantitative thresh-
old for semantic similarity (such as Dice Coefficient or
Jaccard Index (Peinelt, 2021)). As part of our experimental
setting, we will test various levels of σ.

• Input: This includes a (forthcoming) dataset contain-
ing our corpus of board-level documents (reports and
minutes, split in paragraphs f and s respectively) for
each hospital h for the period 2017-2023.
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Figure 3. Proposed NLP architecture. The model receives text from the minutes and reports to create embeddings. In the first instance, a
text-classification tool processes the minutes to identify formal actions (’Accept Action’ label). Sections of the minutes classified with
that label go through a semantic similarity classifier to identify other similar texts in future board reports/minutes.

• Training: We will train the classification model using
a manually labelled subset of the dataset drawn from
minutes from a selection of hospitals from our wider
sample, splitting the dataset in 80\10\10 proportion.
We will aim to have at least 10 examples of each label
as per Brown et al. (Brown et al., 2020).

• Text representations and AI/Language Models: We
will consider three different text representations us-
ing GPT-4 (by Open AI)(OpenAI, 2023), LlaMa 2
(by Meta)(noa) and BERT (by Google) (Devlin et al.,
2019), which will be used for text classification to
identify the latent ’accept action’ label.

• Prompts: We will consider four different prompting
methods: zero/few-shot (Brownlee, 2018), chain of
thought prompting (Wei et al., 2023), chain of density
(Adams et al., 2023).

• Semantic Similarity. As this is a standard NLP task,
we propose to use a single architecture, tBERT (Peinelt,
2021).

• Evaluation. When creating the overall Collective
Leadership NLP task we face an evaluation challenge
as there is no established ‘ground truth’, something to
benchmark the model against. In this case, the NLP
literature suggests a combination of quantitative (bal-
anced accuracy and micro- macro-F1), qualitative and
human-based evaluation techniques drawing from com-
putational grounded theory (CGT) (Mayfield & Black,
2019a; Nelson, 2020), so selected CL passages will be
subject to human deep-reading.

5. Discussion
In this short paper we have established a working definition
of collective leadership to motivate a novel NLP task. The
strengths and limitations of our approach are outlined below.

5.1. Strengths

a. Theoretically robust approach, drawing on strong pro-
cess models (Croft et al., 2022; Denis et al., 2011;
Sklaveniti, 2020; Lortie et al., 2022) in organiza-
tional and collective leadership research, motivated
through rigorous mathematical notation and rooted
socio-linguistic leadership literature (Fairhurst, 2007).

b. Building upon the use of the latest generative AI for
text classification, employing natural language prompt-
ing.

c. Empirically grounded, utilising publicly available em-
pirical text data from hospital boards.

5.2. Limitations

We explore potential limitations arising from various biases
(methodological, data, researcher bias) as well as accuracy
of pre-trained language models.

a. Methodological biases and errors. These might
emerge through the pre-processing (encoding) of tex-
tual data. We seek to minimise these biases by testing
various encoding approaches and evaluating their per-
formance as outlined in the evaluation section. We are
aware quantitative approaches are not bias-free (partic-
ularly given the use of natural language to ‘prompt’ the
AI towards a particular text classification) (Tschisgale
et al., 2023). We mitigate these biases by approaching
the analysis iteratively in a cyclical manner, alternating
between human and computational tasks.

b. Data biases. Minutes, committee documents and rou-
tine reports are classified as ’reportative’ (Heller, 2023)
sources containing factual, historical information with
limitations arising from ‘authorship, bias and power’
(Heller, 2023). We mitigate this by asking research
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questions with a focus on organisational practices, in-
cluding contextual analysis and a representative sam-
ple to support triangulation. To reduce data biases
we propose to request additional documentation from
relevant hospitals to further inform leadership actions.
LLMs, as repositories of language data, include so-
cial biases around gender, race, religion and social
constructs (Liang et al., 2021).

c. Researcher bias. Any research design reflects the re-
searcher’s perspective, which is shaped by their own
beliefs and the scientific community they belong to
(Kaur & Kumar, 2021). The use of Computational
Grounded Theory (CGT) as part of the wider researh
study includes a subjective analysis and coding of re-
sults, which might reflect researcher bias and might
be difficult to reproduce. We also mitigate researcher
bias through reflexivity, intended as a “mutual shaping
between researcher and research” (Attia & Edge, 2017)
to support the researcher’s developmental journey as a
Computer Scientist.

d. Accuracy of pre-trained language models. Our ap-
proach intends to build upon pre-trained LLMs which
are domain-agnostic. While pre-trained models using
domain-specific, pre-annotated data might be able to
achieve higher levels of accuracy and performance,
there is a large cost annotating this data (Tschisgale
et al., 2023). Our training is limited to the labelling
of a small section of out-of-sample board reports to
achieve a few examples of the different types of ’discus-
sion labels’ to classify sections of the minutes ((Valdes
et al., 2024)). We have noted the limited data avail-
ability of board text data for other organisations and
industries, and future research could identify whether
our proposed label/action taxonomy applies to other
types of boards in the public or private sector. Further
avenues can also consider argumentational analysis
of the decision-making labels as to justify a particu-
lar course of action (NLP tasks of argument mining).
As part of our model optimisation, we have proposed
an experimental approach and a set of metrics to find
the best combination of word embeddings, language
models and algorithms for the detection of CL.
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