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Abstract
Action recognition in videos is currently a topic
of interest in the area of computer vision, due
to potential applications such as: multimedia
indexing, surveillance in public spaces, among
others. In this work we propose an attention
mechanism adapted to a CNN–LSTM base
architecture. To carry out the training and testing
phases, we used the HMDB-51 and UCF-101
datasets. We evaluate the performance of our
system using accuracy as the evaluation metric,
obtaining 57.3% and 90.4% for HMDB-51 and
UCF-101 respectively.

1. Introduction
Human Action Recognition (HAR) is a topic of great interest
in the field of pattern recognition and computer vision
since the automatic identification of the action executed
in a video can be a valuable tool for many applications,
such as: surveillance video analysis, automatic monitoring
and recognition of daily activities, video summarization,
human-computer interaction, behavioral biometrics, etc. For
a comprehensive guide to the current challenges of this
problem, read the work by (Jegham et al., 2020).

For this, different solution strategies are proposed. Classical
approaches eg. (Liu et al., 2013) propose a framework
for the detection and recognition of human actions. To
achieve a robust estimate of the region of interest, they use
a combination of optical flow in conjunction with a Harris
3D edge detector to obtain space-time information from the
video. Then, with the calculation of the local characteristics
SIFT and STIP, they train a universal model background
(UBM) for the task at hand. (Wang et al., 2011) propose
a dense trajectory approach. They take dense points in
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each frame of the video and track them according to the
displacement information of the optical flow.

Attention Mechanisms have become a very important
concept within deep learning (Vaswani et al., 2017; Wang
et al., 2016; Du et al., 2017; Li et al., 2018; Meng et al.,
2019), its operation tries to imitate the visual capacity of the
people to focus the attention on relevant parts of a scene to
extract important information. These mechanisms make it
possible to capture the spatial information of the scene, that
is, static information such as objects, contexts, entities, etc.

(Sharma et al., 2015) first propose a soft attention based
LSTM recurrent neural network for action recognition. At
each time step, an attention map is learned to weight the
convolutional characteristics.

(Wang et al., 2016) proposes a hierarchical attention
structure to model the temporal transitions between frames
and video segments. It effectively incorporates short-term
movement information and long-term temporary structures.

(Li et al., 2018) replaces full connections in the LSTM
with convolutional connections. It is capable of generating
a 2D attention map directly for the grouping of spatial
characteristics.

(Meng et al., 2019) proposes an interpretable and
easy-to-connect spatio-temporal attention mechanism.
Learn a featured mask to focus on the salient features in the
spatial domain and employ a convolutional LSTM-based
attention mechanism to identify the most relevant frames in
the time domain.

The objective of this work is to implement a video action
recognition system. For this we propose: (1) working on
a CNN–LSTM architecture, that is, a convolutional neural
network extracts the features of the video, while an LSTM
neural network classifies the video in a certain category.
(2) include a attention mechanism on this base proposal
and (3) perform pre-processing on all videos to extract
homogeneous frames by calculating the Bhattacharyya
distance between consecutive frames. The work is organized
as follows: in the section 2, the attention mechanism is
presented. In the section 3 the databases used, the evaluation
method, the experiments carried out and the results obtained
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Figure 1. Architecture with attention mechanism.

Table 1. Detail of MLPs
MLP Layer Parameter

MLP1
Dropout 0.5

FC #classes (neurons)

MLP2,3and4
FC 128 (neurons)

Dropout 0.5

MLPh and MLPc
FC 256 (neurons)

Dropout 0.5

are explained. Finally, section 4 presents the conclusions
and future work.

2. CNN–LSTM Approach with Attention
The Fig. 1 shows the general architecture scheme. To
generate an attention map we compress the cuboid to a
vector shape and together with the context vector we create
a weighting vector.

For the initialization of h0 and c0 Xu et al. (Xu et al., 2015),
compress all the information of the video achieving a faster
convergence, this is calculated as:
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where T is the number of frames of the videos and F is
dimension of the VGG16 feature map. In our approach we
adopted T = 40 and F = 7. Table 1 shows the MLP settings
for initialization.

To select the T frames that will feed the architecture, we
measure the dissimilarity d between the consecutive frames
of the video. In particular, the dissimilarity measure is the
Bhattacharya distance (dB) between consecutive histograms
h1, and h2 and is given by the equation 3.

dB =

√
1−

nb

∑
i=1

√
h1,i ∗h2,i, (3)

where h1 and h2 are consecutive histograms of nb bins.

3. Experiments y Results
3.1. Databases

• HMDB-51 Human Motion dataset proposed by
(Kuehne et al., 2011) has 6766 videos that belong to
one of the following 51 classes: clap, drink, hug, jump,
somersault, etc. It also provides three training test
divisions, each of which consists of 5100 videos, 3570
for training and 1530 for testing, that is, a ratio of
70/30 per class. We evaluate the average precision
over these three divisions.

• UCF-101 dataset proposed by (Soomro et al., 2012).
These 101 categories can be classified into 5 types
(human-object interaction, body movement only,
human-human interaction, playing musical instruments
and sports). The total duration of these videos is over
27 hours. All videos are collected from YouTube and
are rated at 25 FPS with a resolution of 320×240. For
the division of the training and test sets, we follow the
configuration proposed in the original article (Soomro
et al., 2012).

3.2. Results

Our system was implemented in Python using
Tensorflow (Abadi et al., 2016) library on an Intel
CORE i7-6700HQ computer with 16GB of DDR3 memory
and Ubuntu 16.04 operating system. The experiments were
carried out on an NVIDIA Titan Xp GPU mounted on a
server with similar characteristics. The network parameters
are optimized by minimizing the cross-entropy loss function
using stochastic gradient descent with the RMSProp update
rule (Dauphin et al., 2015).
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Table 2 summarizes the results obtained by our system: (a)
LSTM: Approach base see in section, (b) A LSTM: with
attention mechanism included, and (c) AB LSTM: with
attention and pre-processing of frames selection. We also
include a comparison with other approaches cited in the
literature.

Table 2. Video classification results
Approach Dataset

HMDB-51 UCF-101
(Kuehne et al., 2011) 23.0% -
(Kliper-Gross et al., 2012) 29.2% -
(Jiang et al., 2012) 40.7% -
(Sharma et al., 2015) 41.3% -
(Li et al., 2018) 63.0% -
(Wang et al., 2016) 64.3% -
(Ye & Tian, 2016) - 85.4%
(Zhang et al., 2018) - 86.4%
(Zhu et al., 2017) - 97.1%
LSTM Approach 40.7% 75.8%
A LSTM Approach 51.2% 87.2%
AB LSTM Approach 57.3% 90.4%

The Fig. 2 shows examples of our system’s output for the
HMDB-51 (left) and UCF-101 (rigth) datasets respectively.
Each example is accompanied by the following information:
(a) Label: action tagged for the video (ground truth). (b)
Prediction: Output of our system corresponding to the class
with the highest score, that is, the most probable class.
(c)Attention map overlay. The region in yellow is where the
system is facing and the brightness indicates the weighting.

4. Conclusions and Future Work
In this work we implement a video action recognition
system, using a CNN–LSTM neural network. First,
a VGG-16 extracts the features from the video. An
LSTM neural network then classifies the scene into the
class to which it belongs. We include a soft attention
mechanism adapted for the base architecture and perform
pre-processing on all videos to extract homogeneous
frames by calculating the bhattacharyya distance between
consecutive frames. The architecture was implemented in
Python using the Tensorflow library, it was trained and
tested using the databases HMDB-51 (Kuehne et al., 2011)
and UCF-101 (Soomro et al., 2012) it was performed on an
NVIDIA GPU Titan Xp.

We evaluate the performance of the architecture following
the standard evaluation metrics for the databases used, we
have obtained 40.7% (base), 51.2% (attention) and 57.3%
(attention and pre-processing) for HMDB-51, 75.8% (base),
87.2% (attention) and 90.4% (attention and pre-processing)

for UCF-101. We want to emphasize that the results
obtained are competitive with respect to those published
in the literature, taking into account the simplicity of the
architecture.

For future work, we will consider using other databases,
such as Hollywood2 (Marszalek et al., 2009) and
UCF-50 (Reddy & Shah, 2013) to make the system more
robust and delve into techniques to avoid overfitting.
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