
Topologically-based Variational Autoencoder for Time Series Classification

Rodrigo Rivera-Castro 1 Samir Moustafa 1 Polina Pilyugina 1 Evgeny Burnaev 1

Abstract
Topological Data Analysis is an approach to an-
alyze data using different techniques from topol-
ogy. These techniques aim to extract fundamental
qualitative properties, such as shape and connec-
tivity in data. In this work, we propose a universal
approach for time series classification with vari-
ational autoencoders. It is built on extracted fea-
tures from the persistent homology theory. Com-
pared to standard classification approaches, the
proposed methodology enables the classification
of time series, which have different recurrent be-
havior in the reconstructed phase space. Multi-
ple experiments with time-series datasets confirm
that the method makes classification more robust
to noisy and high-dimensional data and favors
datasets in which shape has meaning.

1. Introduction
Topological Data Analysis (TDA) is becoming popular
among the data sciences. The crucial impact of TDA is
the opportunity to extract important properties of qualitative
nature from data. It can help to obtain structural informa-
tion, such as shape. In this work, we show that it facilitates
the classification of time series. However, this is not the
only case that benefits from a topological perspective. For
instance, TDA has seen success in a wide variety of fields
ranging from detecting significant local structural sites in
proteins (Sacan et al., 2007) to finance (Rivera-Castro et al.,
2019a), and marketing (Rivera-Castro et al., 2019b). TDA-
based approaches are more general and robust than con-
structing a hyperplane in some metric space, which causes
dependencies on the metric chosen, which, for instance, can
be corrupted by noise in the data (Tan et al., 2016). In this
work, we concentrated on extracting features from various
topological summaries obtained with the help of persistent
homology. The theoretical motivation for using persistent
homology is provided in the preliminaries section. The main
contributions are as follows:
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(1) A general pipeline for extracting various topological
features for time series classification datasets from UCR
Time Series Archive (Dau et al., 2018).

(2) An extensive imputation study of which type of features
are better for which particular dataset from the UCR Time
Series Archive.

(3) A performance ranking of six supervised classification
algorithms with and without the deep generative model of
Variational AutoEncoder (Kingma & Welling, 2013) as well
as a shallow artificial neural network against the benchmark
algorithm, the 1-NN Euclidian distance.

2. Experiments and Results
To test the proposed methodology, we run all of the 128
univariate time-series classification datasets from the UCR
repository through all stages of the pipeline depicted in
Figure 1. The UCR collection contains a variety of both
multiclass and binary time-series classification problems
with sizes ranging from forty time-series to over 50000. For
training, we used an Nvidia Titan RTX with 80 cores.

To evaluate the impact of our approach, we considered four
different classification algorithms with and without the Vari-
ational Autoencoder and one shallow neural network with
VAE as an additional component after the encoding part.
Among those four are CatBoost, XGBoost, Support Vec-
tor Machine (SVM), and K-Nearest Neighbours (KNN)
classifier. We used accuracy as the metric over which we
optimized the classifiers’ hyperparameters and recorded ac-
curacy for each possible pair: classifier - dataset.

2.1. Imputation study

How to estimate for a given dataset if topological features
will show excellent performance on it? From the imputation
study, we can propose the following conclusion. The poten-
tial performance of topological features highly depends on
the initial data structure and point clouds that it can produce
if point clouds have distinct shapes and different combina-
tions of holes and loops. We can expect topological features
for different classes to provide good quality as they will cap-
ture those differences. A metric-based method will probably
outperform the topological-based approach if those forms
are not distinguishable, and most of the difference lies in
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Figure 1. TDA pipeline for time-series classification

scales and distances.

2.2. Results

We present the results in Figure 2. For this, we built a Texas
Sharpshooter using the following formula applied to the
obtained train and test accuracy,

Gain =
Obtained Accuracy

Accuracy of 1-NN Euclid

.

Some cases lie in the false-positive area. Data points of that
region represent cases where we thought we could improve
accuracy, but did not. In some cases, we improved accu-
racy by distinguishing peculiarities that were identified by a
model. A successful model and hyperparameters selection
also helped to outperform the baselines.

Similarly, we use a critical difference (CD) diagram to rank
all algorithms. CD diagrams are an established methodology
in the time-series classification literature to evaluate and
compare multiple classifiers. The technique is based on the
Wilcoxon-Holm method to detect pairwise significance, and
we depict it in Figure 3. Thick horizontal lines show a group
of classifiers that are not significantly different in terms of
accuracy. The proposed auto-encoder performs as good as
other classifiers.

Figure 2. Expected accuracy gain calculated on training data versus
actual accuracy gain on testing data

Finally, we use Dolan-More curves (Dolan & Moré, 2001),
in Figure 4, to compare the performance of the method
against traditional techniques in the time-series classifica-
tion literature such as Euclidean 1-Nearest Neighbor and
Dynamic Time Warping 1-Nearest Neighbor. The higher the
curve is on the plot, the better the quality is obtained by the
corresponding algorithm. Overall, the Dolan-More curves
show for each method a proportion of datasets, on which
the method is worse than the best one not more than β times.
We can see that using the proposed method with Variational
Autoencoders leads to superior results than no using it as
well as using standard methods from the literature.

3. Conclusion
This work aims to study and implement topological features
for time series classification and apply a proposed pipeline
to the UCR collection of datasets. The proposed features
utilize topological summaries such as Persistence Diagram,
Betti Curves, Persistence Landscape, and Persistence En-
tropy. The features are suited for identifying properties such
as shape in the data. We notice that for point clouds with
structural differences, topological features lead to excellent
performance.

To validate the approach, we compared this method against
multiple classifiers commonly used in machine learning as
well as standard methods for time-series classification in the
literature. The results show that the proposed technique is
superior to the established practices in the time-series re-
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Figure 3. Critical Distance Diagram

Figure 4. The Dolan-More curves show for each method a propor-
tion of datasets, on which the method is worse than the best one
not more than β times

search and is as equally good as standard machine-learning
classifiers. However, the performance varies greatly depend-
ing on the dataset evaluated.

We can, therefore, conclude that the proposed approach’s
success depends on the structure of the time series and its
corresponding point cloud. Thus, a future work line is to
generate more representative point clouds tailored for time
series tasks.
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