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Abstract

Corruption is one of the biggest problems in eco-
nomic, cultural, and social progress and develop-
ment. In Brazil there are several events reported
in relation to corruption. A demand that exists in
relation to this phenomenon is the understanding
of the information circulating on social networks.
This article presents an analytical study using data
mining and machine learning techniques to iden-
tify informational patterns in a dataset of tweets
related to corruption in Brazil. The results ob-
tained show the existence of three main clusters
of subjects, as well as the notable confirmation of
dissatisfaction on the part of the citizen.

1. Introduction

Corruption is usually related to an illegal act and is com-
monly associated with power, politics, economic elites and
public servants. The notion of legality and illegality is some-
thing that involves the idea of corruption. This notion is
linked to the history and sets of social values. Therefore, it
is possible to consider that different cultures have different
conceptions about what is legal or illegal, and consequently
differ in perceptions of corruption (Rose-Ackerman & Pal-
ifka, 2016).

During elections, corruption is one of the factors that can
influence citizens vote. Corruption can be a major obsta-
cle in the guarantee for stability and quality of democracy
(De Vries & Solaz, 2017). The growth in news and the visi-
bility of corruption are associated with a better performance
of the control mechanisms and public policies implemented
(Mancini, 2018).
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At the same time, there is a need to raise the citizen’s per-
ception of public policies to control and combat corruption
in Brazil. The interaction between the State and society
is a challenge. Although there are initiatives (Open Data
projects, for example) and access channels, communication
is not always effective. However, through Web 2.0, there
is a potential for accessibility, so that even though there
are barriers in terms of establishing direct interactions, in
the context of social networks there is a democratic social-
ization environment, greater participation and freedom of
expression in terms of opinions, feelings, debates, or even
dissemination of information (Brandtzeeg & Heim, 2009).

This paper presents the application of intelligent solutions,
based on the use of Doc2Vec and Naive-Bayes methods
to understand the circulating information on the social net-
work Twitter related to co-corruption in Brazil, in order to
generate strategic inputs that support the implementation of
assertive and oriented public policies to the citizen’s needs.

2. Metodology

The methodology of the work is based on the KDD process
(Knowledge Discovery in Databases) (Fayyad et al., 1996).
KDD guides the generation of information by recognizing
patterns in a dataset, based on the execution of five steps:
selection, pre-processing, transformation, data mining, and
interpretation. Our analysis was implemented in Python
programming language, with Natural Language Process-
ing (PLN) models gensim.models (Gensim Python Library)
and NLTK (Natural Language Toolkit), and data analysis
modules (Pandas, Matplotlib , Seaborn).

The analysis was carried out from a dataset of posts ex-
tracted from the social network Twitter using web scrap-
ing, totaling 102,171 tweets published from July 2018 to
June 2019 with the hashtag #corrupcao (corruption in Por-
tuguese). In the pre-processing step, stopwords, special char-
acters (@ and #) and emoticons were removed. Doc2Vec
(Le & Mikolov, 2014) and Naive Bayes (Goel et al., 2016)
were used to extract patterns and classification. NLP tech-
niques were used for semantic analysis of the content in
order to better represent the extracted data.

Doc2Vec consists of an unsupervised learning model that
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uses distributed vector representations of the terms or words
in a textual document. The model was trained to predict
words or terms and thus obtain a distribution based on prob-
abilities of occurrence, and not just frequency of occurrence,
in order to consider that words in the same meaning are
arranged in the same vector space.

Based on the trained and validated model, an analysis of
the semantic similarity of the documents was performed.
A weighted graph was generated based on the similarity
matrix to illustrate the relationship between the tweets. For
each node a weight is associated with the sum of the simi-
larity values with other documents. Through this graph it is
possible to explore characteristics and extract patterns from
the circulating content, and important information for later
stages of knowledge generation in large databases.

The analysis of feelings was performed based on the Naive-
Bayes method, as presented in (Goel et al., 2016). The
results obtained were labeled in terms of polarity: negative,
positive or neutral.

3. Results

Through the application of the Doc2Vec method on the
treated dataset, a graph was generated from the similarity
matrix between the tweets. Figure 1 shows the result ob-
tained. It is possible to observe the presence of three main
clusters, which indicate tweets that have a high similarity
with each other, that is, similar content patterns.

Figure 1. Similarity graph.

The nodes related to the clusters found were analyzed for the
most frequent terms. In this sense, the indicator groups the
following patterns: 1) posts related to the Brazilian Federal
Police’s Lava Jato operation; 2) posts related to popular
manifestations of dissatisfaction with corruption in Brazil;

3) posts related to actions of the executive and judiciary on
corruption. Table 1 presents the most frequent terms for
each of the identified clusters.

Cluster Terms

1 lava jato; bribe; company; contrac-
tor; snitch; money; scheme; petro-
bras; phase; operation.

2 attorney; society; democracys; lie; at-
tack; population; change; abuse; per-
secution; impunity.

3 minister; reporter; inquiry; declara-
tion; senate; presidency; impeach-
ment; obstruction; vote; justice.

Table 1. Ten most frequent terms per class (The terms were trans-
lated from Portuguese.).

Using the Naive-Bayes method for sentiment analysis, the
sentiment associated with the collected tweets were calcu-
lated. Figure 2 shows the distribution of the number of
tweets by sentiment. The predominance of tweets classified
as negative is evident, and confirms social dissatisfaction
with the corruption issue. However, the month of October
2018 has a special emphasis on this value, being associated
with the holding of the Brazilian presidential elections.

eNegative Neutral e Positive

Figure 2. Sentiment analysis.

4. Conclusions

This paper presented the application of Natural Language
Processing techniques to knowledge discovery about the per-
ception of citizens in relation to corruption in Brazil, from
posts on the social network Twitter. The results showed that
the circulating information on the corruption theme in that
social network is predominantly negative and can be char-
acterized from three dominant aspects: Lavajato operation,
popular dissatisfaction and actions of the executive and judi-
cial powers. Such results generate inputs for the evaluation
of State actions to the guarantee of social participation and
the exercise of citizenship.
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