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Abstract
In this work we present a novel framework for
people counting on crowded scenes, specifically
tailored for analyzing the influx of people in trans-
portation systems (i.e. bus and metro stations).
This information is to be exploited by a larger
physical management system by deploying a pre-
dictive analytics framework for optimizing the ser-
vice in countries like Mexico, where such systems
are rather scant. For analyzing the scene, we make
use of a computer vision data-driven approach
based on fully convolutional neural networks to
be implemented on smart cameras, which are ca-
pable of performing accurate count estimation
through density maps, thus avoiding privacy is-
sues. Herein, we present the proposed approach,
the utilized neural net architecture and results
which improve upon those in the state of the art.

1. Introduction
Counting crowd pedestrians in video has drawn a lot of
attention in recent years, as it is especially important for
metropolis security and management. Crowd counting is a
challenging task due to the presence of severe occlusions,
perspective distortions and diverse crowd distributions, in
which object detectors cannot work reliably. Therefore,
most of the state of the approaches in the literature tackle
crowd modeling as an instance of the more general density
estimation problem, which has been successfully used in
domains such as medicine and biology. As with previous
works in the literature, we tackle this problem by deploy-
ing deep learning architectures able to learn the regression
function that projects the image appearance into an object
density map, allowing the derivation of an estimated object
density map for unseen images.
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The person count can be obtained from the density map
through integration of various image patches in a multi-scale
pyramid. The process is shown schematically in Figure 1.

Figure 1. Deep learning crowd counting via density estimation

1.1. Motivation

In this work, we make use of crowd counting algorithms
for implementing a solution geared around the ”smart city”
paradigm. This work forms part of a larger endeavor in
which smart cameras are to be used as sensors in specific
bus stops or metro/BRT stations for acquiring information
about mobility patterns in public transportation system, help-
ing the city administrators or private companies to improve
the service (i.e. better schedules or possibly real-time man-
agement of the transportation network).

The main rationale for using smart cameras is that they ex-
tract specific metrics from raw video, which can be stored
inexpensively in the cloud, reducing the required communi-
cation, computational and storage burden typically associ-
ated with these technologies.

The proposed solution can be easily complemented with
other algorithms running on the camera, making it a viable
solution for in-development countries, in which there is an
increased interest for this type end-to-end solutions (i.e. for
action recognition to detect anomalous behaviours).

1.2. Related Works

Although crowd counting has a relatively long history (Lem-
pitsky & Zisserman, 2010), recent successes of CNN-based
methods in classification tasks have inspired researchers to
employ them for the purpose of crowd counting and density
estimation (Li et al., 2015; Cong Zhang et al., 2015).
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Figure 2. Overview of the used context pyramid CNN

Several approaches have been proposed to tackle the huge
variations in perspective and crowd distributions (Oñoro-
Rubio & López-Sastre, 2016); such approaches usually em-
ploy a ”multi-branch” structure (Zhang et al., 2016) ap-
proach for extracting features at several scales or by mixing
shallow and deep networks to the same effect. The main
reason for using multi-column NNs (MCNNs) is the flexible
receptive fields provided by the convolutional filters with
different sizes across the columns (Sindagi & Patel, 2017b)].

2. Proposed approach
Recent works (Cao et al., 2018) have shown that the various
branches are ineffective and costly (i.e., in terms of complex-
ity and time) and thus, we decided to explore methods based
on contextual pyramids CNNs for tackling the variation in
crowd distribution due to perspective distortions (Li et al.,
2018). The main idea is to deploy a deeper FCN design, us-
ing VGG-16 as a front-end with a 1x1 conv layer for density
map generation, as depicted in Figure 2, but using dilated
conv layers for extracting deeper saliency information. In
this manner, the image resolution is maintained, yielding
better crowd counts due to the improved density maps.

We tested our crowd counting algorithm on the various pub-
lic datasets in the literature (UCF CC 50, ShanghaiTech ,
WorldExpo (Sindagi & Patel, 2017a)) achieving competitive
results on the metrics typically reported: the Mean Aver-
age and Mean Square Errors (MAE and MSE, respectively).
The results of our model in the challenging Shanghai Tech
Part A, compared to other methods is show in Table I; the
lower the metrics the better results in the regression and thus
in the crowd count in average for the dataset.

Table 1. Count errors for different methods ShanghaiTech Part A.
Method Reference MAE MSE
MCNN (Zhang et al., 2016) 181.8 277.7
SW-CNN (Sam et al., 2017) 90.4 135.0
C-MTL (Sindagi, 2017) 101.3 152.4
Ours 67.0 104.5

Figure 3. Proposed system for people counting based on smart
cameras and dilated context-aware CNNs

In Figure 3 we present our approach for crowd counting on
public transportation networks. The main idea is to instru-
ment the sidewalks and metro or buses with smart cameras,
which incorporate the proposed dilated CNN which automat-
ically yields the person count in a particular car or station
This information can be transmitted over a wireless connec-
tion and stored in a server for carrying out big data analyses
and/or predictive analytics (i.e. for adjusting the QoS in
terms of the demand) and be sent back to displays to reduce
mobility issues or contingencies at the stations. We haven’t
yet installed such cameras, but we have obtained permits to
gather images from public transportation in Guadalajara to
test our algorithms. As it can be observed from the figure,
one of the advantages of using density maps over raw video
is that the privacy of the users is not compromised, as only
people counts are transmitted to the main server.

3. Discussion and future work
In this paper we presented a deep learning-based algorithm
for crowd counting applications, which achieves competitive
results with respect to other methods in the state of the art.
We leverage recent advances in segmentation architectures
for proposing a novel method makes use of atrous convo-
lution, this obtaining better density maps. The architecture
performs especially well in very crowded areas, a factor that
we seek to exploit for implementing smart cameras in the
analysis and monitoring of transportation systems.

We are currently exploring schemes for efficiently imple-
menting of our algorithms on smart cameras, specifically
quantization techniques for embedded systems (Sze et al.,
2017); this aspect is of paramount importance for their de-
ployment in low-power devices for smart cities applications.
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