High-level Features for Multimodal Deception Detection in Videos
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Abstract

Deception (the action of deliberately cause someone to believe something that is not true) can have many different repercussions in daily life. However, deception detection is an inherently complex task for humans. Due to this, not only there is uncertainty on which features should be used as cues for automatic deception detection, but labeled data is scarce. In this paper, we explore typical features that can be extracted from videos for affective computing and study their performance for deception detection in videos. Additionally, we perform a study of different multimodal fusion methods meant to improve the results obtained by using the different sets of extracted features separately, including a novel set of methods based on boosting. For this study, high level features are extracted with open automatic tools for the visual, acoustical and textual modalities, respectively. Experiments are conducted using a real-life court trial dataset for deception detection, as well as a novel Mexican deception detection dataset using Spanish as the spoken language.

1 Introduction

Decision making is a process that requires the analysis of available data. However, an “optimal” decision can be harmful if such data is inaccurate -not to say strictly wrong. Spreading inaccurate or wrong information purposely is a way to mislead people’s decisions for our own convenience. According to the Oxford dictionary, that is the action of deceiving someone: “deliberately cause (someone) to believe something that is not true, especially for personal gain”. Job interviews, court trials, police investigations... there are many cases where believing in someone who is actually lying can imply severe consequences.

Although deception detection is a hard task for ordinary people, previous research [3, 4, 6, 5] supports a well-known assumption that a difference exists in the way liars communicate in contrast with truth tellers. Of particular interest, evidence suggests that such difference can be pointed out using machine learning.

Furthermore, there are many available sources of cues for deception: eye movements, facial expressions, voice, speech, etc. Recent research [2, 11, 7] points out that multimodal analysis of videos is useful to achieve better results in the deception detection task, rather than using different modalities independently such as visual cues, thermal images, voice analysis or text analysis.

Summarizing, this work aims to: 1) present a study on high-level (interpretable by humans) feature sets that can be automatically extracted from videos for the deception detection task (Fig. 1); 2) analyze the complementarity between such features to provide evidence of the benefits that could be obtained from fusing them (Fig. 2); 3) present a study on first attempts to perform such fusion by using methods inspired in classifier ensembles (Fig. 3); 4) perform a comparison for both single feature sets and fusions on two datasets with different language and contexts, including a novel Mexican database.
Figure 1: AUC achieved by the different views in the court-trial (top) and Spanish (bottom) datasets, including their concatenation (rightmost column).

Figure 2: CFD and MPA between views and modalities from the court (left) and Spanish (right) datasets.

Figure 3: AUC achieved by different fusion methods in the court (left) and Spanish (right) datasets.
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