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Abstract

Neural networks have shown promising results in sonar perception tasks such as object recognition [1], image patch matching [2] and image classification [3]. In the context of autonomous underwater vehicles, it is crucial to develop robust models to overcome the challenges of underwater perception.

In this work, we report progress on a comparative evaluation of self-supervised learning (SSL) [6][7] and supervised learning (SL) as pretraining methods for sonar images. As a first step, we produce pre-trained neural networks on the Marine Debris Watertank Dataset [4] via a SSL method that classifies image rotations [5] and a traditional SL approach to classify the actual image labels. In both cases, we trained a Resnet20, SqueezeNet, Mobilenet, DenseNet121 and MiniXception on images of size 96x96. Thereafter, we evaluate the quality of the learned features by using transfer learning for low-shot classification on a target dataset called Marine Debris Turntable [3].

The results presented in this poster indicate that the SSL pre-trained models have a similar classification performance compared to the SL counterpart across all the neural network models. These results indicate that SSL pre-training are a promising substitute for SL methods without compromising object classification and no need of manual label annotations.

Finally, we report on the creation of a new underwater dataset that contains paired camera and sonar images for different underwater objects (panels, cement pipes, ladders, ramps). This dataset, called Gemini Sonar Dataset, will allow us to perform further classification, image translation and object detection tasks using SSL approaches.
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