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◆ Specific domains are naturally Long Tailed (Medical 
image domain).

◆ SOTA image augmentation methods suffer with long 
tailed data, reduced sample quality and interference 
between features.

◆ Compositional Learning, IL and SE.
◆ We propose creating a sparse, disentangled latent space 

from a pretrained Diffusion Model to fuse important 
features from tail examples with unimportant features 
from head examples.

Background
◆ Simplicial Embbeddings and Iterated Learning create 

Compositional Mappings[1].
◆ MIMIC-CXR-LT[2] is a Long Tailed Dataset of Chest X 

Ray images and anomaly labels.
◆ By separating samples into their components, we can 

create new tail class data points by fusing class 
generic features from head samples and class 
specific features from tail samples[3].

Inference

 

Experiments

◆ Classification on a reduced set of MIMIC-CXR-LT. We train a DenseNet121 on the original training set, and 
a set augmented with: RoentGen[4] at 75 inference steps, SMOTE[5], and our method.

◆ We use RoentGEN as our Stable Diffusion Model, testing 0, 1 and 5 inference steps.
◆ We also evaluate image generation quality (FID).

Results
Generation Classification

Model Avg Tail FID Head mAP Tail mAP
Baseline - 0.618 0.155
SMOTE 171.864 0.578 0.151

RoentGEN @ 75 138.963 0.618 0.152
Ours @ 0 191.873 0.607 0.152
Ours @ 1 191.646 0.595 0.143
Ours @ 5 130.110 0.595 0.144

Conclusions and Future Work

◆ We obtain competitive results in image generation quality using only 5 inference steps. Counter 
intuitively, more inference steps reduce data augmentation effectiveness. Our reasoning suggests this is 
due to the diffusion process not respecting existing labels.

◆ We plan to experiment with larger datasets and a broader range of domains, and to evaluate on 
compositional generalization specific tasks. We also want to include the mask generation in the learning 
process, and evaluate different ways to assign labels..
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