
Qualitative Results

Qualitative results on two test set samples. Insets display

the SSIM and Meteor between the distorted and original images.

Evaluation of the robustness of our lens-protected images 

against deconvolution attacks. Qualitative results show that the 

identities of individuals cannot be recovered after applying non-

blind (Wiener) and blind (DeblurGANv2) deconvolution.
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Introduction

Image captioning: Create short informative 

texts for images, using natural language, that 

relates the visual content and context of an 

image.

However, the acquired images may contain

privacy-sensitive data

Proposed Method

We propose a Encoder-Decoder end-to-end arquitecture [1] to learn optics by backpropagating the gradients from the 

captioning network (decoder) to the optics layer (encoder).

Optical Encoder

Assuming spatially incoherent light, we formulate the wave-based 

image formation model following Fourier optics and define the 

point spread function (PSF) [2]:

and the phase modulation represented by:

obtained from the lens surface profile:

where each Zernike polynomial represents a specific 

wavefront aberration, creating a linear combination. Combining 

these aberrations forms the resulting optical lens surface 

profile.

Finally, the acquired images for the RGB channels can be 

modeled as:

Loss Function

1.  Promote distortion by maximizing the difference between the 

images:

2.  Multi-class cross-entropy, to guide the learning of the correct 

sequence of words for IC.

3.  Double regularization to attend every part of the distorted 

image

4.  Regularization on the PSF promoting a centering on camera 

sensor
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