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Results
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WOWA aggregation weight ratios are determined from the performance
classification of the seven networks

Which is the best aggregation function when using mean-based consensus
method?

Do aggregation and consensus methods improve individual CNN results?

Generalization capability of the individual CNNs and our aggregated method (WOWA 2 +
argmax) applied to radiographs with untrained conditions (a) sideways positioning and (b) white
lung pathology
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• Automatic segmentation plays a vital role in medical processing and analysis.
• Aids specialists for precise identification and isolation of regions of interest in medical imaging.

Are aggregation functions of CNN models and consensus methods effective for 
improving pulmonary region segmentation in X-ray images?

Examples of images from the databases that constitute the dataset used in the study: (a) JSRT, (b)
Montgomery, (c) and (d) COVID-19 Radiography Database.

7 CNN models: GSC, ESNet, ERFNet, LinkNet, Unet, UNetPre and CGNet.

6 aggregation functions based on OWA [1] and WOWA [2] approaches:
- OWA 1: weights obtained from regular monotone increasing quantifier;
- OWA 2: aggregate only top 4 models' segmentations;
- OWA 3: includes all segmentations except the worst-performing model;
- WOWA 1: assigns weights based on the model’s performance order. The !-th model gets the weight;
- WOWA 2: same as WOWA 1 but without the worst model; being " the number of models;
- WOWA 3: same as WOWA 1 but the best model gets a weight of !" , while the others get   !

"($%!) .

2 consensus methods. At each pixel:
- Argmax method: selects the maximum value among the  $ obtained aggregations;
- Mean method: obtains the mean value among the $ obtained aggregations. [1] Yager, R. R. (1996). Quantifier guided

aggregation using OWA 
operators. International journal of intelligent
systems, 11(1), 49-73.

[2] Torra, V. (1997). The weighted OWA 
operator. International journal of intelligent
systems, 12(2), 153-166.

Performance of individual CNN models

Which is the best aggregation function when using argmax consensus
method?

• Individual CNN models: GSC model
exhibited superior performance, 

while the CGNet was the least 
effective.

• WOWA 2 aggregation with the 
argmax or mean-based consensus
method had the best performance

outperforming the GSC-based 
model.

• Aggregation methods have 
demonstrated their effectiveness in 
improving lung segmentation in X-
ray images.

• The qualitative evaluation confirmed

the models’ ability to generalize 
across conditions not included in 

training data, such as alternative X-
ray positions and “white lung” 
conditions.

*All conclusions are supported by statistical 
analysis.

Comparison of expert segmentation (green) and segmentation obtained by individual CNNs and 
the WOWA 2 aggregation function with argmax consensus method (red).

Lung segmentation examples with (a) internal holes and (b) inaccurately segmented regions
outside the lung area.
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