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Abstract

The automation of visual defect inspection has become
indispensable across various industries like manufacturing,
healthcare, surveillance, and power delivery due to its po-
tential to minimize inspection costs and enhance security.
However, the scarcity of annotated data presents a signif-
icant challenge, especially in scenarios where defects are
rare. Recent advances in anomaly detection methods, pro-
pelled by new datasets, have paved the way for research
in image- and pixel-level anomaly detection. In this paper,
we focus on pixel-level anomaly detection for defect seg-
mentation in the wild, particularly in the context of power
line asset inspection. We introduce InsPLAD-seg, a novel
dataset for pixel-level anomaly detection of power line com-
ponents. Moreover, we propose the integration of atten-
tion modules into efficient anomaly detection methods to
improve their performance in identifying defects at a high
inference rate, ready for real-world inspections. Our ex-
periments demonstrate that attention-enhanced models not
only enhance image-level anomaly detection but also im-
prove pixel-level defect segmentation. The results highlight
the potential of the InsPLAD-seg dataset to stimulate fur-
ther research in power line inspection and the efficacy of
attention modules for industrial inspection in the wild.

1. Introduction

Recently, the automation of visual defect inspection has
emerged as a critical solution in various industries such as
manufacturing [13, 16], healthcare [10, 15], surveillance
[1, 5], and power delivery [8, 9]. This popularity is due to
the potential to reduce inspection costs and security risks,
particularly in sectors where defects have severe financial
and social consequences [14, 18]. However, industries of-
ten face the challenge of scarce annotated data to train deep
learning models, especially when defects are rare.

Advances in anomaly detection methods, boosted by

many new datasets [3, 4, 7, 19], have gained traction due
to their ability to operate with limited labeled anomalous
data. These new methods have opened new avenues for re-
search on image- and pixel-level anomaly detection. How-
ever, industrial inspection in the wild poses several chal-
lenges, such as the scarcity of publicly available datasets,
particularly those annotated at pixel level.

On another front, many new methods for anomaly detec-
tion methods for industrial inspection have been proposed
in recent years [2, 9, 12, 14, 16], leveraging the power of
deep CNNs and Vision Transformers. These methods have
shown promising results in detecting defects in controlled
industrial settings. However, many of them require a large
amount of computational power and memory, making them
unsuitable for deployment on edge devices or resource-
constrained environments, which are important in in-the-
wild inspections. Furthermore, the lack of interpretability in
these models poses a significant challenge in understanding
the decision-making process, particularly in safety-critical
applications.

Our hypothesis is that attention modules can boost
anomaly detection methods in the wild, not just at the im-
age level as shown in [8], but also at the pixel level, in-
creasing the model’s anomaly localization capabilities. In
this work, we propose a new dataset for defect segmenta-
tion of power line components based on the publicly avail-
able InsPLAD dataset, the InsPLAD-seg. It is an anomaly
detection dataset that consists of three classes with defects
annotated at the pixel level. We also experiment with atten-
tion modules as a way to improve real-time state-of-the-art
anomaly detection methods [2, 12] by helping them focus
on the relevant image areas since they were idealized for
controlled industrial environments. In summary, the main
contributions of our work are as follows.

• We propose InsPLAD-seg1, which is, to the best of our
knowledge, the first real-world dataset for industrial in-

1https : / / drive . google . com / file / d /
111XhVdn5z2f84jIQkNQ4FAiX2wbu0Xmw
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spection in the wild with pixel-level annotations.
• We show that combining attention modules with real-

time state-of-the-art anomaly detection methods improves
anomaly detection (image-level) and localization (pixel-
level) in the wild.

2. Methodology

2.1. Anomaly Detection Methods

Here, we detail two state-of-the-art anomaly detection
methods, SimpleNet and EfficientAD, and how to integrate
them with the attention modules explored in this work.

2.1.1 SimpleNet

SimpleNet [12] is a state-of-the-art method for detecting
and localizing anomalies in industrial inspection images.
During training, local features are extracted from normal
samples using a pre-trained Feature Extractor, and the Fea-
ture Adaptor aligns these extracted features with the tar-
get domain characteristics. Anomalous samples are synthe-
sized by introducing Gaussian noise to the adapted features,
and the Discriminator distinguishes normal and anomalous
samples using these adapted and synthesized features. Dur-
ing inference, the Anomalous Feature Generator is removed
for real-time detection, and ResNet-18 is used as the back-
bone network to optimize performance. Attention mod-
ules are strategically inserted into the ResNet-18 architec-
ture following [8] to ensure the attention mechanisms guide
the network’s essential feature focus.

2.1.2 EfficientAD

EfficientAD [2] integrates multiple components: first, a
patch description network (PDN) extracts features effi-
ciently using a shallow convolutional architecture, bolstered
by distillation from a deep pre-trained classification net-
work to ensure accurate anomaly localization in each patch
independently. Using a lightweight student-teacher (S-T)
approach, EfficientAD employs the distilled PDN as the
teacher and reuses only the PDN architecture as the student,
improving anomaly detection via a novel training loss while
maintaining computational efficiency at test time. Further-
more, it learns logical anomaly detection through an autoen-
coder, learning constraints from training images to detect
deviations. By combining results from the S-T model and
autoencoder, EfficientAD achieves comprehensive anomaly
detection with minimal computational burden. Figure 1
shows the proposed combination of attention modules with
EfficientAD to expand its application to anomaly detection
and localization in the wild.
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Figure 1. Attention-enhanced EfficientAD. Network architecture
of the proposed version of EfficientAD’s student network.

2.2. Attention Modules

SENet [11] and CBAM [17] are two attention modules that
can be integrated in CNNs to improve their performance
in image-related tasks. SENet uses attention mechanisms to
direct the network’s focus towards important areas of an im-
age while reducing the emphasis on less significant features.
CBAM incorporates two key submodules: the channel at-
tention module and the spatial attention module, which gen-
erate channel attention maps and spatial attention maps, re-
spectively. SENet and CBAM improve the network’s repre-
sentational power and performance across diverse tasks by
extracting and leveraging crucial information.

2.3. InsPLAD-seg

The proposed InsPLAD-seg dataset is an adaptation of the
previous InsPLAD-fault dataset [7], focusing specifically
on semantic segmentation. It contains real-world inspec-
tion imagery of operating overhead power lines, including
images of normal and anomalous components of different
classes. It is a preliminary version that includes segmen-
tation masks for three components: Glass Insulators, Vari-
grips, and Lightning Rod Suspensions.

For the annotation process, we utilized the Roboflow an-
notation tool [6]. Two annotators, with domain knowledge
of inspection of power line components, meticulously an-
notated segmentation masks for the selected object defects.
Table 1 summarizes the current properties of InsPLAD-seg,
while Figure 2 shows some samples of the dataset, includ-
ing normal and anomalous components with their respective
anomaly masks.

3. Experiments
We use an NVIDIA RTX 2080 Ti GPU in a Linux OS to
conduct our experiments. We apply all standard parameters
from the SimpleNet2 and EfficientAD3 code repositories.

2https://github.com/DonaldRR/SimpleNet
3https://github.com/nelson1425/EfficientAD



Asset category

Anomaly detection

Train Test

Flawless Flawless Anomalous

Glass Insulator 1104 591 88
Lightning Rod Suspension 462 117 46
Vari-grip 477 114 40

Table 1. Description of the InsPLAD-seg anomaly detection and
localization dataset. Glass Insulator anomalies are missing caps,
while the rest are corrosion-related. The amount of mask annota-
tions matches the number of anomalous images in each category.

(a) A normal Glass In-
sulator.

(b) A normal Light-
ning Rod Suspension.

(c) A normal Vari-grip
image.

(d) An anomalous
Glass Insulator.

(e) An anomalous
Lightning Rod Susp.

(f) An anomalous Vari-
grip.

(g) Glass Insulator
anomaly mask.

(h) Lightning Rod
Susp. anomaly mask.

(i) Vari-grip anomaly
mask.

Figure 2. Samples of normal and anomalous objects from
InsPLAD-seg, with respective defect masks for the latter.

Quantitative Results Tables 2 and 3 present findings
from the InsPLAD-seg dataset analysis. Across both im-
age and pixel-level evaluations, attention-enhanced meth-
ods consistently outperform standard approaches in Sim-
pleNet and EfficientAD models, with one exception for
SimpleNet at the pixel level. At the image level, signifi-
cant enhancements were seen, such as a 4.9% increase in
the SimpleNet+SENet configuration for the Lightning Rod
Suspension (rust) class. Similarly, at the pixel level, notable
advancements were achieved, with SimpleNet+CBAM ele-
vating AUPRO from 59.40% to an impressive 70.10% for
the Lightning Rod Suspension (corrosion) class.

(a) Glass Insulator w/ missing cap (b) Vari-grip with rust spots

(c) Glass Insulator anomaly map (d) Vari-grip anomaly map

Figure 3. Test anomalous images and their resulting anomaly maps
by EfficientAD (SENet) inferences.

Qualitative Results Figure 3 shows defective compo-
nents and their respective anomaly maps inferred by Effi-
cientAD (SENet). As in the mask annotations shown in Fig-
ure 2, darker pixels indicate normality, while lighter pixels
indicate anomaly. The Vari-grip anomaly map is correctly
inferred since lighter pixels appear on the handle near the
upper piece junction. Interestingly, the lighter pixels in the
Glass Insulator anomaly map cover the entire region where
the missing cap should be, showing the potential of Effi-
cientAD (SENet) for logical anomaly detection in the wild.

Performance analysis Table 4 shows the computational
performance and necessary resources to run predictions in
the analyzed and proposed methods. Clearly, the attention
modules addition presents negligible impact on all evalu-
ated aspects of computational performance.

4. Conclusions
We introduce the InsPLAD-seg dataset, the first real-world
dataset with pixel-level anomaly detection annotations tai-
lored for industrial inspection in the wild. Leveraging this
dataset, we demonstrate the efficacy of integrating atten-
tion modules with state-of-the-art efficient anomaly detec-
tion methods, SimpleNet and EfficientAD. Our experiments
revealed improvements in both image-level anomaly detec-
tion and pixel-level anomaly detection. In particular, for the
Lightning Rod Suspension class, SimpleNet+SENet led to a



Category
SimpleNet

(RN18)
SimpleNet

(RN18-SENet)
SimpleNet

(RN18-CBAM)
EfficientAD

(RN18)
EfficientAD

(RN18-SENet)
EfficientAD

(RN18-CBAM)

Glass Insulator (missing cap) 78.50 81.17 78.40 79.13 81.98 79.18
Lightning Rod Suspension (corrosion) 79.70 84.60 82.70 88.33 88.25 89.48
Vari-Grip (corrosion) 79.50 82.40 78.60 85.61 89.65 85.15

Average AUROC 79.23 82.72 79.90 84.36 86.63 84.60

Table 2. Comparison of AUROC (image-level) results on the InsPLAD-seg dataset. Bold font indicates the best average results for
SimpleNet variations and also for the EfficientAD variations, while underlined values show the second-best results. It should be noted that
attention-enhanced methods always outperform their standard methods.

Category
SimpleNet

(RN18)
SimpleNet

(RN18-SENet)
SimpleNet

(RN18-CBAM)
EfficientAD

(RN18)
EfficientAD

(RN18-SENet)
EfficientAD

(RN18-CBAM)

Glass Insulator (missing cap) 58.20 59.40 53.50 49.48 58.50 50.20
Lightning Rod Suspension (corrosion) 59.46 54.44 70.10 43.74 42.01 44.65
Vari-Grip (corrosion) 62.80 52.20 60.00 49.45 46.45 47.91

Average AUROC 60.13 55.35 61.20 47.56 48.99 47.59

Table 3. Comparison of AUPRO (pixel-level) results on the InsPLAD-seg dataset. Bold font indicates the best average results for SimpleNet
variations and also for the EfficientAD variations, while underlined values show the second-best results. Here, the attention-enhanced
methods also outperform their standard versions.

Aspect
SimpleNet

(RN18)
SimpleNet

(RN18-SENet)
SimpleNet

(RN18-CBAM)
EfficientAD

(RN18)
EfficientAD

(RN18-SENet)
EfficientAD

(RN18-CBAM)

Model size (MB) 15.39 15.4 15.7 32.3 32.4 32.4
Trainable parameters (×106) 1.58 1.58 1.58 5.36 5.38 5.41
Inference time (ms) 87 87 87 3.4 4 5

Table 4. Performance analysis summary including the size of models, model trainable parameters, and average inference time. Clearly the
impact of the attention modules addition is virtually irrelevant in terms of computational performance.

4.9% increase in image level, while SimpleNet+CBAM sig-
nificantly elevated AUPRO from 59.40% to an impressive
70.10%. These findings highlight the potential of our ap-
proach for real-time applications in power line inspection.
Due to the proposition of InsPLAD-seg, we expect that our
research will open new avenues for future exploration in in-
dustrial inspection in the wild.

Limitations Despite the usage of attention modules, we
noticed that the background still affects the model’s infer-
ence to some extent. Figure 4 illustrates that problem, in
which EfficientAD (SENet) mistakenly identifies a colorful
part of a house in the background as an anomaly.

Future Works As future steps, we intend to:
• Increase InsPLAD-seg from three to five object types

(categories) with mask defect annotations.
• Explore more efficient anomaly detection methods for

attention-enhanced defect segmentation.
• Add a semantic segmentation step as a preprocessing step

to remove the background in InsPLAD-seg images.

Figure 4. Incorrect anomaly map inference. It highlights part of
the house in the background, probably due to its color.

• Experiment a different annotation strategy for Glass In-
sulator (missing cap): annotate the whole area where the
missing cap should be.
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