Impact of Video Length Reduction due to Missing Landmarks on Sign Language Recognition Model
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Abstract

Sign Language Processing (SLP) has become an increasingly challenging field, particularly in the areas of sign language recognition (SLR), translation, and production. One of the primary challenges in SLP is pose estimation, which can be impacted by missing landmarks due to occlusions or limitations in the model’s performance. In this study, we propose a method for evaluating the impact of missing landmarks on the performance of an SLR transformer-based model for the Isolated Sign Language Recognition (ISLR) task. We train and test the Spoter model on two subsets of Peruvian Sign Language datasets, and evaluate its performance using top-1 and top-5 validation accuracy. The study finds that removing frames with missing landmarks did not significantly impact accuracy in most of the cases, which suggests that additional preprocessing steps may not be necessary to deal with missing landmarks in this particular task. These findings contribute to the ongoing research in SLP and highlight potential avenues for improving SLP tasks.

1. Introduction

Sign Language Processing (SLP) has recently received a great deal of attention due to its relevance in sign language recognition (SLR), translation, and production. These advances in SLP have heavily relied on the progress achieved by Human Action Recognition (HAR), particularly in pose estimation models. The skeleton-based modality produced by these models is well-suited for SLP tasks that require invariance to clothing or background of the subjects. Nonetheless, pose estimation still poses a significant challenge to SLP, as missing landmarks can occur due to occlusions or model limitations.

In this study, we propose a method to filter out frames with missing landmarks to investigate their impact on the performance of an SLR model. To achieve this, we extract left and right hand landmarks, which are usually prone to errors in the hand pose estimation model. We employ the Mediapipe Holistic model [12] to address this issue, which initially produces null entries when a landmark is missing from a video frame. Unlike previous studies that replaced null entries with the wrist points from the same pose estimation model [11], we filter out frames with missing landmarks to investigate their impact on the SLR model’s performance.

To assess the impact of missing landmarks on the performance of the SLR model, we employ the Spoter transformer-based model to train and test on two subsets (baseline and reduced) of two Peruvian sign language datasets: AEC and PUCP305. We chose the Spoter model due to its state-of-the-art performance on the WLASL dataset, which is widely used to evaluate sign language recognition models [3]. We evaluate the Spoter model’s performance using top-1 and top-5 validation accuracy to determine if removing frames with missing landmarks can improve the performance of the SLR model. Our findings provide valuable insights into the impact of missing landmarks on the performance of the SLR model and suggest potential avenues for improving SLP tasks.

2. Related work

Pose estimation is a challenging research area in computer vision with various applications, including sign language recognition and detection. Previous research has utilized different techniques for pose estimation, such as contour-based features, histogram of gradients (HOG) features, and edges [1, 2, 7, 10].

Landmark localization, a crucial component of human pose estimation, involves identifying the precise positions of specific body parts in an image. Reliable landmark estimation is vital for robust vision tools, such as hand tracking, gesture recognition, facial expression recognition, and eye
gaze tracking [5, 6, 8].

In Sign Language Recognition, tracking pose, hand, and facial movements is critical. Although several pose estimation models exist, OpenPose and Google’s MediaPipe are the two most commonly used frameworks in the sign language recognition research community due to their ease of use and seamless integration into existing sign language recognition pipelines [4, 12].

After curating the videos, undesired camera movements and jitters may affect the estimated poses’ continuity if not corrected. In addition, low-resolution factors, such as blurry video frames or fast hand movements, may cause lost landmarks. Models like MediaPipe may miss landmarks in such situations, and these landmarks will not be included in the landmark group for the video frame. Various studies have proposed several methods, such as linear filters, Kalman filters, particle filters, and interpolation, to address this issue [9, 13, 16].

This study aims to investigate the impact of reducing the dataset by filtering out frames with missing landmarks on the accuracy of an SLR model. By examining the accuracy of pose estimation on two sign language datasets and proposing a methodology to remove frames with missing landmarks, we seek to better understand the significance of missing landmarks in the performance of SLR models.

3. Methodology

The main objective of this study is to evaluate the impact of missing landmarks on the performance of Sign Language Recognition models, specifically focusing on the Spoter model. The importance of filtering out frames containing missing landmarks and its potential influence on the model performance is emphasized.

3.1. Pose-estimation Library

We used Mediapipe library [12] to annotate landmarks used in a Sign Language Processing (SLP) task such as sign language recognition (SLR). The holistic Mediapipe model is used for generating pose, face and hand landmarks in the videos. However, the library is known to generate missing landmarks when it fails to accurately estimate the landmarks positions, particularly the hand pose estimation model, impacting in the SLR model performance.

3.2. Datasets and Data Analysis

To investigate the significance of frames with missing landmarks on hands, two subsets were used for the study:

1. **Baseline Subset**: The baseline subset consists of videos containing pose estimation landmarks, where hand missing landmarks where fixed to the wrist landmark. However, it didn’t include those videos with zero frames after processing on the Reduced Subset

2. **Reduced Subset**: The reduced subset is obtained by filtering out such frames by checking if all landmarks within a hand (left or right) are fixed at the same position (wrist), effectively removing frames containing missing landmarks. Those videos with missing landmarks in all their frames where substracted from the whole dataset

We conducted our study on Peruvian Sign Language using two datasets, AEC and PUCP. The PeruSil framework was used to preprocess the datasets and obtain isolated sign videos, and the ConnectingPoints repository was used to extract keypoint landmarks of the signer from each video. For training our sign language recognition models, we carefully selected classes with more than 15 instances and excluded classes that performed poorly in initial experiments or those that involved pointing, resulting in 26 classes for the AEC dataset and 17 classes for the PUCP dataset.

Figure 1 shows the percentage of frames removed for both the baseline and reduced versions of each dataset. We found that the majority of instances had a frame reduction percentage of less than 25% for AEC and 20% for PUCP305. Meanwhile, Figure 2 displays a sequence of frames with and without missing landmarks. We believe that frames without missing landmarks could represent important signs or sign transitions, such as from C to D.

3.3. Model Training and Validation

We divided each dataset (AEC, PUCP) into 80% for training and 20% for testing. The Spoter model was used for SLR, and we used a variable learning rate, with a number of epochs of 250. The number of encoder and decoder layers were 6, and the feedforward dimension was 2048. We used a transformer model with 9 heads for multi-head attention. We trained and tested the Spoter model on both the baseline and reduced subsets of each dataset and compared the performance of the Spoter model to evaluate the effect of frame filtering on SLR performance.

4. Results

In this section, we present the results obtained after evaluating the SLR model in both the Baseline Subset and the Reduced Subset. We conducted an analysis to evaluate the model’s performance in each subset under similar conditions. Based on these results, we investigated the impact of missing landmarks on the model and whether their removal would improve its performance. It’s worth noting that this analysis was performed under comparable conditions, with the same number of classes and videos, but with a reduction in the number of frames for the Reduced Subset as described earlier.
4.1. Impact of Frame Filtering on Datasets

We examined the impact of filtering frames with missing landmarks, and it resulted in a 14.58% reduction in the number of videos for the AEC dataset, and a 19.76% reduction in the PUCP dataset. By reducing the both datasets to the reduced number of videos (videos with zero frames after frame reduction where substracted), a fair comparison could be achieved between the models in the SLR.

4.2. Model Performance

We evaluated the Spoter model’s performance on the original and filtered datasets using evaluation metrics such as Top-1 and Top-5 maximum accuracy. The results are presented in Table 1, where we report the Top-1 and Top-5 validation accuracy scores.

We compared the performance of our models on both the baseline and reduced subsets of the AEC and PUCP305 datasets. During five experiments performed under the same conditions, the models achieved an average accuracy of 0.801 ± 0.017 and 0.751 ± 0.009 for the AEC baseline and reduced subsets, respectively, in Top-1, and 0.978 ± 0.000 and 0.970 ± 0.005 in Top-5. For the PUCP305 dataset, the models achieved an average accuracy of 0.777 ± 0.022 and 0.777 ± 0.022 in Top-1 for both the baseline and reduced subsets, respectively, and 0.936 ± 0.015 and 0.940 ± 0.014 in Top-5. To assess the statistical significance of our results, we conducted a Kruskall Wallis test using the values obtained from the five experiments. Our analysis revealed a significant difference between the baseline and reduced versions of the AEC dataset for Top-1 accuracy ($p < 0.01$).

5. Conclusions

In this study, we proposed a method to evaluate the impact of missing landmarks on the performance of a transformer-based model for Sign Language Recognition (SLR). We conducted experiments using the Spoter model on two subsets (baseline and reduced) of two Peruvian Sign
Language datasets: AEC and PUCP. Based on our key findings, we conclude that missing landmarks may not contribute significantly to the model’s learning process, as the Spoter model achieved similar accuracy scores in both Top-1 and Top-5 validation accuracy on the Reduced and Baseline subsets.

However, we found that missing frames can impact slightly on the model’s performance by losing representative continuous fractions within multiple videos, partially losing the temporal factor in the frame sequence. Therefore, for future work, we plan to evaluate the impact of reduced frames due to missing landmarks on other datasets and investigate the use of interpolation models on frames with missing landmarks to retain the temporal factor in hand landmark movement. Additionally, we aim to test our approach on larger sign language datasets such as AUTSL [14] and INCLUDE [15] to validate our findings on a broader scale. Overall, our study provides valuable insights into the impact of missing landmarks on SLR performance and suggests potential avenues for improvement in SLP tasks.
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Table 1. Accuracy comparison of baseline and reduced models on the AEC and PUCP305 datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Top-1</th>
<th>Top-5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>Reduced</td>
</tr>
<tr>
<td>AEC</td>
<td>0.801 ± 0.017</td>
<td>0.751 ± 0.009</td>
</tr>
<tr>
<td>PUCP305</td>
<td>0.777 ± 0.022</td>
<td>0.777 ± 0.022</td>
</tr>
</tbody>
</table>