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Abstract

Autonomous navigation is a challenging task that re-
quires solving individual problems such as the camera
pose. Even more, if agile motion is performed in the
navigation, the problem becomes complex due to the ne-
cessity to know the pose (trajectory generated) as fast
as possible to continue with the agile motion. Several
works have proposed approaches based on geometric al-
gorithms and deep learning-based solutions that reduce
error in estimation. Still, the prediction is performed
at 30Hz on average in most cases. It is desirable to in-
crease the frequency of operation to allow cameras with
higher frame rates to capture the motion correctly. Mo-
tivated by the latter, we propose a two-stream network
that allows predicting pose at a frame rate up to 78fps
with an average relative error of 2.21m.

1. Introduction
The estimation of motion performed by an object

(such as a robot, vehicle, or person) using only visual
information (obtained from a camera or cameras) is
challenging in robotics, augmented reality, and wear-
able computing.

In recent years, many approaches have been pro-
posed using deep learning to offer robust solutions with
the least possible error [1, 21, 22]. Despite the efforts
to offer robust solutions, they have become complex
having an operating frequency of around 30Hz in most
cases. Nevertheless, it is desirable to use cameras with
a higher frame rate for agile motion to capture all the
movement performed without losing its detail.

We propose a methodology based on a two-stream
CNN architecture for the latter. Our main idea is to

feed the two-stream network with two stacks of 6 con-
secutive images, one with grey-scale images and an-
other with edge images using the well known Canny
edge detector.

The paper has been organised as follows; Section
2 reviews the most related works. Section 3 briefly
describes our proposed methodology. The experiments
are shown in section 4. Finally, section 5 presents the
final remarks of our proposal.

2. Related work
Since it was introduced in the early 2000s, visual

SLAM (Simultaneous Localisation and Mapping) has
been one of the mos used and improved algorithms
for pose estimation. Traditional computer vision algo-
rithms propose the use of different feature extractors
such as ORB descriptors [16] in which a 3D dense map
is generated with the features extracted. Also, the opti-
cal flow has been combined with extractors to improve
estimation [2, 12,13].

With the growth of Deep Learning, proposals based
on CNN architectures have been increased. DeepVO
[20] uses a stack of two consecutive RGB images to
pose estimation, achieving an average translation error
(terr) of 5.96%.

Exploring different techniques, Zhou et al. [25] de-
sign a cascade architecture of multiple sub-networks,
achieving a low relative error of 1.4% (terr), but with a
computational cost high; they need 129.56ms (7.7FPS)
to estimate each pose. Some works estimate optical
flow to aid the correction of camera pose [24]. Despite
can achieve a competitive error of 3.41% (terr), they
can perform it only at 12.5Hz.

Lu et al. [11] use CannyLines to enhance RGB-D
frames and make predictions up to 35Hz.



3. Methodology
As shown in the work of Cocoma et al. [6], using only

monocular grey-scale images allow 3D pose estimation
for a specific context. Motivated by this idea, we create
a stack of 6 consecutive grey-scale images to input a
CNN for extracting features and estimating 3D camera
pose.

The most predominant element in images is the
floor, which may not contribute significantly as other
parts in the scene do. To avoid the extraction of many
features from the floor and motivated by the work of
Klein [10] that shows that prominent elements such
as edges are preserved in agile motion and can repre-
sent better the motion, we propose to use an additional
stack of 6 consecutive edge images. Then, we propose
a two-stream network based on inception modules [18],
that takes as input a stack of grey-scale images in the
first branch and edge images in the other.

First, we extract four patches of size 56x56 pixels
from each input that feeds each branch. Then, we
combine each branch output. A final block of 3 in-
ception modules precedes a final layer formed by two
MLP (multi-layer perceptron) layers with 1024 neurons
and three neurons, respectively, to perform regression.

We built the grey-scale stack using the frames from
the dataset already in grey-scale, and we resized them
to 224x224 pixels. Using the Canny algorithm [4] pro-
vided by OpenCV [3], we obtain the edge images.

Our network learns to predict the relative motion
between the last two frames in the stack. To convert
world pose (pw) to relative motion (pc), we use the
following equation:

pc
i = RotT (qi−1)(pw

i − pw
i−1) (1)

where pc
i is the relative motion between pw

i , pw
i−1; pw

i

is the position in the world; qi−1 is the orientation in
the world and RotT is the transpose rotation matrix of
q.

To estimate the world pose, we use the world orien-
tation qw, thus:

pw
i = Rot(qw) ∗ pc

i + pw (2)

4. Results
To test our proposal, we experiment with a Drone

racing dataset. In this section, we described all the
details of the experimentation performed.

4.1. Dataset

WWe used the UZH-FPV Drone racing indoor
dataset [7]. This dataset contains sequences from in-
door and outdoor scenes recorded from the first-person-
view quadrotor flown aggressively by an expert pilot.

Figure 1. Sequences for the indoor dataset. Besides the
dataset containing nine sequences, only six have ground-
truth labels. Tracks nine and ten were selected for our
experiments.

Dataset provides ground-truth labels for some se-
quences to allow learning.

We selected the indoor dataset for our experiments
formed by nine tracks. Some tracks follow an oval
shape, others an eight, and one with a free-form trajec-
tory. Only six of the nine sequences contain ground-
truth labels (see Fig. 1). Due to the challenging na-
ture of the dataset, we selected tracks that describe
the shape of an eight (tracks 9 and 10). Track 9 was
used for training and track 10 for evaluation. Track
nine contains three laps in the sequence with 1007 im-
ages and labels. Similarly, track ten has 828 images
with their respective labels.

4.2. Implementation

We use a laptop with an i5-9300 CPU (octa-core),
32 GB of RAM, and a Geforce RTX 2060 with 6GB
VRAM for training and testing. For the implementa-
tion of our methodology, we used the Keras API 2.6.0
[5] and TensorFlow 2.6.2 framework [8] implemented
in Python 3.6.9 [19]. We use ROS [17] to communicate
the camera topics with CNN on Ubuntu 18.04 with
CUDA 11.2 [15].

4.3. Training process

To train our network, we selected the Adam opti-
miser ( [9]) with a learning rate = 0.01. To perform the
regression, we use ReLU ( [14]) as activation function,
and for loss function, we use the euclidean distance (see
Eq. (3)).

loss(I) = ∥x̂ − x∥2 (3)

We trained our network for 100 epochs with a batch
size = 8.



Figure 2. Top view trajectory 10. Our proposal estimates
the blue trajectory, and the red one is the ground-truth tra-
jectory. As can be seen, the estimated follows the ground-
truth trajectory, with the max errors at the turns

4.4. Experiments

The experiments were conducted as follows, first,
training our network with track 9, then the unseen
track 10 was used for evaluating the prediction. We
perform an ablation study of the effect of different
thresholds for the Canny detector. We vary the lower
threshold from 50 to 250 and the upper one from 100
to 300. Table X shows the results of the ablation study.

We can notice from Tab. 1 that the better results
are with, the lower value and the upper value, being
this last the best.

We used the evaluation trajectory provided by the
dataset’s authors [23]. Figure 2 shows the top view
of the trajectory estimated compared with the ground-
truth trajectory. As can be seen, the estimated trajec-
tory (blue) follows the shape of the trajectory showing
the max errors at the turns due to the aggressive change
in motion. Additionally, Fig. 3 shows the relative errors
for segments of the trajectory.

To calculate the time needed to perform estimation,
we measured the time expended in each step of the
methodology; this includes the Canny edge detector,
rescaling image, generating the two stacks (grey and
edge, respectively) and network prediction. We calcu-
lated the times in the ablation study, given an average
time of 12.8ms (milliseconds) to estimate each pose.

As it can be seen, besides the trel is around 2m
(metres), the estimation follows the ground-truth tra-
jectory closely, and it can be estimated up to 78Hz,
which surpasses most of the works reported in the lit-

Figure 3. Relative translation error for estimated trajectory
10.

lower th upper th trel(m) RMSE
50 100 2.26 1.75
50 150 2.55 1.97
50 200 2.42 1.94
50 250 2.73 2.08
50 300 3.08 2.08

100 150 2.43 1.82
100 200 2.43 1.84
100 250 2.53 1.93
100 300 2.52 2.02
150 200 2.42 1.96
150 250 2.43 1.88
150 300 2.37 1.79
200 250 2.48 1.94
200 300 2.74 2.07
250 300 2.21 1.70

Table 1. Ablation study for Canny thresholds. Both errors
are in metres.

erature. With a fast estimation frequency, it is possi-
ble to develop systems that respond in less time when
high-speed flights or with agile movements are carried
out. The error may be acceptable if it is considered
that very high precision may not be required in agile
or high-speed flights.

5. Conclusions
We have explored using a stack of consecutive grey-

scale images and an additional stack of edge images
to pose prediction in this work. The combination of
grey-scale and edge images to feed a two-stream net-
work brings a better prediction than using only grey-
scale. Besides the average error in the prediction of
2.21m, we showed that prediction follows the trajectory
shape with the advantage of performing estimation at
a frequency-time up to 78Hz, which improves most of
the related works.

We will continue investigating combining grey-scale
images with edges and testing our proposal with more
tracks available in the UZH FPV Drone racing Dataset.
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