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Abstract

We present a method for depth estimation from a single
image using an intermediate representation. Rather than
regressing depth from a chromatic image in RGB format, we
propose to explore the use of line segments extracted from
the original chromatic image aiming to assess whether low
level features are useful to infer a depth image. Our pro-
posed approach has been tested on the NYU-depth dataset
for indoor scenes and on synthetic images created with Air-
sim. Our experiments show promising results confirming
that it is possible to estimate a depth image from a single
image containing line segments only.

1. Introduction

Since the pioneering work of Saxena [17], depth estima-
tion from a single image has received wide attention in the
last years, primarily due to deep learning techniques, which
have contributed to the development of methods based on
neural networks with impressive results [23]. However, sev-
eral of these methods involve supervised training, thus re-
quiring large amounts of labelled image data. One of the
first datasets providing chromatic and depth images was that
of KITTI [8], containing images captured from outdoor sce-
narios and intended to serve as a benchmark for robotic al-
gorithms, e.g., visual odometry, visual SLAM and object
detection algorithms. More specialised datasets have been
made public such as the NYU depth dataset for indoor sce-
narios [18], and more recently, much larger datasets [16,19],
whose particularity is that of providing thousand of syn-
thetic images generated from virtual environments repre-
senting a wide set of scenarios, e.g., urban, neighbourhoods,
woods, mountains, fields, farms, etc.

But, while the number of datasets could grow, one could
wonder whether all the examples are necessary, this is,
whether they enhance or bias the model. These are typi-
cal questions in machine learning, taking relevance in the

Figure 1. We propose to explore the use of line segments to esti-
mate a depth image using a Convolutional Neural Network (CNN).
We use the LSD [9] line detector to generate an image containing
line segments and a conventional CNN for single image depth es-
timation [1] but trained with line segment images and their corre-
sponding depth image.

context of depth estimation from a single image where a
depth image may correspond to several images represent-
ing the same scene. Motivated by this, in this work, we
explore the use of an intermediate representation that could
be used as a prototype representing essential information of
several image instances of the same scene, whose variabil-
ity is produced by illumination changes. We propose to use
an image containing line segments detected with the well-
known Line Segment Detector (LSD) [9] as illustrated in
Fig. 1. This proposal is inspired by the fact that humans
are good at extracting complex information from sketches
drawn on paper, such as recognising faces, objects and 3D
structure. This has been explored in [3] for face recognition
from sketches using deep learning, and the same concept
can be extended to object and scene recognition [21].



2. Related work

There exist multiple methods for depth estimation, the
state-of-the-art uses specialized hardware based methods
such as LIDAR, Time of Flight or enhanced stereo-pair
cameras such as Kinect and Kinect V2 or Intel Realsense.
Hardware based methods are generally used directly, like
LIDAR for autonomous cars, or, with the desire to re-
move this hardware barrier, to generate datasets such as
the well known NYU-Depth and NYU-DepthV2 [18] and
KITTI [7].

Monocular depth estimation is an ill-posed problem.
Ambiguities can arise, scale ambiguities, translucent or re-
flective materials such as glass can have images where the
geometry of a scene cannot be derived. This problem has
been approached by many by using a CNN [1, 2, 5, 6, 10,
13, 15, 20] with a steady increase in performance as Vision
tasks methods are applied and deeper networks are imple-
mented, and changes in the network architecture like the use
skip connections, have demonstrated that a monocular cam-
era can have good results for this problem. Other methods
include the use of supervised learning with MRF [17] with
single image, and using this information to enhance stereo
methods.

The use of Line Segments have been used to reconstruct
3D models from a series of images [14] to reconstruct 3d
models from a series of photos, identifying the planes de-
limited by the line segments and fusing the planes to recre-
ate the model. The use of lines for pose, Yu et al. [22] uses
Line Segment detection matches 3D lines to captured 2D
lines, this correspondence between captured 2d image from
the camera and the 3D model allows for the estimation of
pose.

LSD has been used in [11], an unsupervised method
for depth estimation, but in contrast to us, this unsuper-
vised method uses two adjacent images in an image train-
ing dataset to estimate relative motion and thus be able to
reconstruct a relative 3D model of the views. The authors
modified DepthNet [4] to learn the coefficients of 3D planar
structures given the relative 3D model and in this context,
segmented planes and lines are used, in the loss function, to
evaluate the linear consistency of the projected 3D planes
on the images. Thus, lines are used as part of the evalua-
tion mechanism instead of being used as visual data to infer
depth.

3. Methodology

We propose the use of Line Segments from a monocular
chromatic camera as an intermediate representation to train
a neural network that can estimate a corresponding depth
map from a single image in a scene. Human architecture
consists of planes with texture-less surfaces (e.g., walls, the
floor) whose edges represent structural features that can be

represented by line segments. For the neural network we
propose the use of a state-of-the-art networks that produces
high-quality depth maps with RGB images and process the
input with the proposed representation.

For the LSD algorithm, we use OpenCV implementation
which follows the implementation of Grompone et al. [9].
First, the RGB image is loaded in grayscale to apply LSD
algorithm, the network used for training still requires three
channel images, we used three different parametres for LSD
initialization to find the Line Segments and each result is
saved to a single image with each channel representing the
different thresholds. We empirically found having three dif-
ferent parametres for LSD algorithm performed better than
having the same parametres for the three channels.

The datasets used are NYU Depth Dataset V2 and a syn-
thetic dataset. For the synthetic dataset capture we use Air-
sim, a simulator that allows an RGB-D free-floating camera,
and a script with position a rotation to capture the chromatic
and corresponding depth image. The camera was positioned
on a point in the room and captured 512 images while rotat-
ing 0.7 degrees to capture around that point in the room,
then moved to a different point and the process repeated to
capture different points in all the rooms in the map. Both
chromatic and depth images were saved with a resolution
of 640 x 480.

For the neural network, we decided to use DenseDepth
[1], a high-quality depth estimation from a monocular chro-
matic camera, other than changing the input data to train the
network no other changes have been made, this allows us to
directly compare the results for the same image, by convert-
ing to the LSD intermediary representation for training and
prediction we can compare the results for the same input
image.

For the quantitative evaluation to compare against state-
of-the-art we use some of the same standard metrics used in
those works average relative error (rel), root mean squared
error (rms) and average log10 error (log10) [1, 5, 6, 12]

4. Experiments
For this work, we focused on assessing our approach on

images representing indoor scenarios. We use the popular
NYU-Depth dataset and a simulated dataset created with
Airsim from which high quality depth images can be gener-
ated, but also to assess the performance of our approach in
synthetic images.

For the simulated dataset, we used Airsim and a map
from the Unreal Engine marketplace with minor changes,
129 different coordinates where taken and with a script
for each scene 512 frames with chromatic and depth were
saved as PNG, depth images where saved in range of 0-10m
(Kinect ranges between around 15cm to 10m) and 16 bits
per pixel. 103 of the scenes were used for training, 17 for
testing and 9 from a different room were used for evalua-



Figure 2. Comparison among images with higher and lower brightness. Input images are shown in the first row. Depth image estimated
with the network [1] trained with RGB images are shown in the second row. Depth images estimated with the same network but trained
with line segments (LSD) [9] are shown in the third row. Note that our method is more consistent under these bright changes.

tion.
The results obtained with the NYU-Depth dataset are

summarised in Table 1, which show that our method does
not outperform the state-of-the-art, but it performs closely.
Still, we demonstrate that the line segments of a single im-
age contain enough information to estimate a depth image.
When comparing with the simulated dataset a similar per-
formance is observed for our method. For qualitative com-
parison, ?? shows some examples of depth image estima-
tion with a network trained with RGB images and com-
pared with the depth image estimated with the same net-
work but trained with an image containing lines segments
only. To evaluate the performance of our approach when
evaluated with images whose visual texture may differ from
that of the images used for training, we decided to train the
DenseDepth network using images from NYU-Depth and
then test it on synthetic images and vice-versa. This exper-
iment was carried out using chromatic images as input for
the training and also for images containing line segments.
The results of this cross-over evaluation are shown in Ta-
ble 2. RGB is used to indicate the use of chromatic images
as input and LSD for images containing line segments.

5. Conclusion
We have presented initial results of a method that ex-

plores the use of line segments only to estimate a depth
image using Convolutional Neural Networks. Inspired by
methods performing neural inference from sketches such
as face, object or scene recognition, we propose to use an
image containing line segments as a form of sketch im-
age. We have used the popular and robust LSD detector
to extract line segments, carrying out experiments using the
NYU dataset and a simulated dataset to asses the perfor-
mance our approach with synthetic images. In both cases,
our approach does not outperform the best methods in the
state-of-the-art, but it obtains close results. In qualitative

Method rel↓ rms↓ log10 ↓
Eigen et al. [5] 0.158 0.641 -
Laina et al. [13] 0.127 0.573 0.055
MS-CRF [20] 0.121 0.586 0.052
Hao et al. [10] 0.127 0.555 0.053
Fu et al. [6] 0.115 0.509 0.051
Alhashim et al. [1] 0.123 0.465 0.053
Ours 0.162 0.675 0.068

Alhashim et al. [1] 0.0976 0.515 0.047
Ours 0.129 0.600 0.066

Table 1. Comparisons of different methods on the NYU Depth
v2 dataset and our synthetic dataset. Top resultas are from NYU,
bottom our synthetic dataset. The reported numbers are from the
corresponding original papers. The best results are in bold, the
higher the better.

Input
Image Training Eval. rel↓ rms↓ log10 ↓

RGB NYU Synth. 0.293 1.331 0.128
Synth. NYU 0.668 1.561 0.203

LSD NYU Synth. 0.304 1.348 0.116
Synth. NYU 0.861 1.755 0.233

Table 2. Comparison of generalization between the NYU-Depth
V2 trained model and the synthetic dataset and with our proposed
intermediate representation. The best results are bolded.

terms, depth images regressed from line segments are simi-
lar to those regressed with RGB images.
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