Hair removal in dermoscopic images using deep multitask learning
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Abstract

When analyzing dermoscopic images, the hairs and their shadows on the skin may occlude relevant information about the lesion at the time of diagnosis. In this work, we present a new approach for hair removal on dermoscopic images based on deep learning techniques, as well as study in depth the behavior of the tasks of skin lesion segmentation, hair mask segmentation, and inpainting of those regions, in a multitasking framework to discover how tasks influence each other. Moreover, we describe our built database specifically for the task of hair removal. Qualitative and quantitative results demonstrate the efficacy of our model. Finally, we conclude from the multitasking experimentation that while the inpainting task does not benefit from this type of learning, the rest of the tasks do benefit by improving their performance compared to their corresponding single-task model.

1. Introduction

Malignant skin lesions, whose incidence rate is raising, poses a major problem for public health [7]. The diagnosis of skin lesions is mainly based on their morphological features, such as an irregular shape, presence or absence of some structures, and a variety of colors [3]. However, the existence of hair in dermoscopic images often occludes significant patterns, and introduces uncertainty and imprecision, reducing the accuracy of the lesion assessment. Hence, hair removal stands out as one of the key methods in the preprocessing step during lesions analysis [5]. This process consists of first removing any hairs that may be present, to later recover the underlying texture of these areas by inpainting. So far, only traditional techniques were used for this task, despite the extensive research within the computer vision field [11]. Recently, multitask learning has become one of the most interesting approaches in computer vision applications [10]. This technique intends to solve related tasks simultaneously by improving their generalization ability. In multitask learning, some of the hidden layers of the model are shared, so they learn a joint representation, leveraging both their commonalities and differences [4]. Some of its main advantages are the reduction of the computational time, an improvement in the robustness of the model against overfitting, and a potential improvement in prediction accuracy compared to single-task models.

Here, we present the first deep learning technique used for hair removal in dermoscopic images. Also, we explore in a CNN-based multitask model the behavior of the: 1) segmentation of hairs that can occlude the lesion, 2) inpainting of these hairs regions, and 3) segmentation of the skin lesion, trying to discover how they influence each other.

2. Methodology

Architecture structure

In Figure 1 we show the proposed architecture for the multitasking model, part of which is the basis for the hair removal model—an encoder-decoder convolutional model—. Autoencoders are suitable to tackle this task since it is, essentially, a denoising task. We hypothesized that the network will treat the hair as noise and will be ignored, having as output the hairless skin image. Taking into account the other tasks, we extend the proposed model with a low-resolution module for a more complete view of the context of the images. Then, high-level features of hidden representations, obtained with a different resolution by both the low-resolution module and the encoder part, are merged and fed to the decoder. Skip connections concatenate feature maps corresponding to encoder and decoder layers of equal resolution, enabling the decoder to recover image details. In terms of size, we believe that a rather small network is more suitable to correctly learn the task due to the relatively small amount of available data.

Loss function: The proposed model optimizes a weighted average of the loss functions considered for the different tasks. The dice coefficient loss is used to assess the segmentation of the lesion. The weighted binary cross-entropy loss evaluates the segmentation of hairs. For the evaluation of the inpainting of the regions with hairs, a combined loss
function is computed which focuses on measuring statistical features locally along with other per-pixel losses.

**Learning details** The performance of the multitask model depends on the relative weighting between the loss of each task. Thus, we use a GradNorm strategy [6] to automatically balance training by dynamically tuning each task’s weight on the loss so that their contributions to the gradient in a certain shared layer are similar. Both approaches are trained following an early stopping policy based on monitoring the validation loss [6]. We apply data augmentation in the training phase to improve the model’s ability to generalize (zooms, rotations, shifts and flips).

**Dataset** There are many public databases that provide the lesion segmentation, given its relevance in dermoscopic image analysis. However, finding images with hair, along with their corresponding hair mask, and their “clean” version, – the same image without hair–, was a challenging task. For all we know, there is no dataset with such expert information, since the same dermoscopic image cannot be captured with and without hair. To address this problem, we used three different hair simulation methods [2, 9] over hairless images extracted from five publicly available dermoscopic datasets [1, 8]. An example of simulated hair can be seen in Figure 2a. To train and evaluate the single-model for hair removal we build a dataset of 618 images, while for the multitasking model we collected a dataset with 1060 images.

3. Results and discussion

**Hair removal model** In Figure 3, we can see how our hair removal model, despite having been trained with synthetic images, is effective and achieves visually appealing results on dermoscopic images with real hair. Quantitatively, we performed a statistical test of the results, presented in Table 1, to objectively study and compare the performance of our approach with that of six traditional hair removal methods. We considered a set of nine measures of similarity between the hairless reference images and their corresponding model output. Our method outperforms the rest for the majority of similarity measures.

**Multitask analysis** We present, in Figure 4, a visual comparison of the results obtained for each possible combination of tasks in Figure 2a. In addition, we present the relative gains and losses of the performance measures, see Table 2, as well as a bilateral statistical test between the single-model task and the same task when jointly trained with other tasks, to determine whether the latter models significantly outperform the former.

As can be seen in Table 2, in 5 out of 9 cases the results improve in terms of their performance measures. Statistically, we conclude that when we combine the three tasks, the performance metrics for the hair mask and the lesion segmentation tasks have a statistically better indicator when compared to the performance of their individual tasks, although the difference is not significant. As for the pairwise combinations of the tasks, in the case of hair mask segmentation, according to the Balanced Accuracy, both multitask
Table 1. Mean of the similarity measures obtained to compare our method with six state of the art hair removal algorithms.

<table>
<thead>
<tr>
<th></th>
<th>Our method</th>
<th>Abbas</th>
<th>Bibiloni</th>
<th>Huang</th>
<th>Lee</th>
<th>Toossi</th>
<th>Xie</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>27.847</td>
<td>258.147</td>
<td>103.903</td>
<td>404.366</td>
<td>173.303</td>
<td>221.346</td>
<td>55.311</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.926</td>
<td>0.867</td>
<td>0.885</td>
<td>0.851</td>
<td>0.890</td>
<td>0.864</td>
<td>0.921</td>
</tr>
<tr>
<td>VIF</td>
<td>0.525</td>
<td>0.326</td>
<td>0.499</td>
<td>0.402</td>
<td>0.531</td>
<td>0.309</td>
<td>0.592</td>
</tr>
<tr>
<td>UQI</td>
<td>0.997</td>
<td>0.991</td>
<td>0.996</td>
<td>0.990</td>
<td>0.995</td>
<td>0.992</td>
<td>0.997</td>
</tr>
<tr>
<td>MSSSIM</td>
<td>0.978</td>
<td>0.978</td>
<td>0.934</td>
<td>0.917</td>
<td>0.945</td>
<td>0.875</td>
<td>0.955</td>
</tr>
</tbody>
</table>

Figure 4. Results on Figure 2a for training a model for (a) lesion segmentation, (b) hair removal, (c) hair mask segmentation. Multitask models for (d) lesion segmentation and hair removal, (e) lesion and hair mask segmentation, (f) hair removal and hair mask segmentation; and a combination of all three tasks (g) lesion and hair mask segmentation, and hair removal.

Table 2. Relative gains and losses (%) over single-task (rows) performance measure when incorporating auxiliary tasks (cols).

<table>
<thead>
<tr>
<th>With Skin Lesion Seg.</th>
<th>With Inpainting</th>
<th>With Hair mask Seg.</th>
<th>With the rest of the tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skin Lesion Seg. Dice Coefficient</td>
<td>-</td>
<td>2.77%</td>
<td>0.80%</td>
</tr>
<tr>
<td>Inpainting SSIM</td>
<td>-0.97%</td>
<td>-</td>
<td>-0.53%</td>
</tr>
<tr>
<td>Hair mask Seg. Balanced Acc.</td>
<td>0.24%</td>
<td>-0.17%</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 5. Correlation between each single-task model and the multitasking model for the three tasks.

models obtain statistically comparable results to the baseline hair mask segmentation model. However, the multitask model that presents a better indicator is the one resulting from its combination with the lesion segmentation task. Similarly, according to the SSIM measure, the inpainting task in a multitasking framework is statistically inferior to its solo performance. Finally, the segmentation task benefits from incorporating either of the other two tasks, as the performance measure of its multitask models statistically outperforms that of the lesion segmentation model alone.

To complete the study, we analyze how each task influences the validation loss function of the multitask model when considering all three tasks. In Figure 5 we can see that the loss function of each task has a high correlation with the averaged one, the model has been able to focus on learning all tasks equally. Even for the correlation with respect to the inpainting task, which has the lowest correlation index of 0.86, we can see that it is due to the influence of the presence of outliers, corresponding to the early epochs, where the training is more unstable. For the loss functions of the hair mask and lesion segmentation tasks, we obtain a correlation index of 0.94 and 0.99, respectively.

4. Conclusions

In this work, we have presented a novel CNN-based model for hair removal in dermoscopic images. The results obtained by analyzing the performance of our method and comparing it with six state-of-the-art approaches, allow us to conclude that our method is the best algorithm in eight of the nine performance measures used. This validates its potential in out-of-sample real hair images and the suitability of deep learning models for this task. Also, from the multitask experiments, we conclude that the lesion segmentation task benefits from the incorporation of either of the other two tasks, as the performance measure of the multitask models statistically outperforms the single segmentation task. In contrast, the inpainting task in a multitasking framework is statistically inferior to its solo performance. We also show that when combining the three tasks, the metrics for the hair mask and lesion segmentation tasks are statistically better than the ones their corresponding base model. As future work, we will integrate to this approach other criteria that make up the diagnostic protocols applied by physicians, such as the classification of the lesions’ symmetry, diagnosis or presence of dermoscopic structures.
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