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Abstract

More than 500 painful interventions are carried out dur-
ing the hospitalization of a newborn baby in an Intensive
Care Unit. Since a direct and objective verbal communica-
tion by neonates is unlikely, this work proposes and imple-
ments a computational framework to automatically classify
the neonatal pain based on its facial expression. Our find-
ings showed promising results to correctly identify the fa-
cial expression of pain in neonates with high accuracy and
generalization capability, highlighting as well sound facial
regions that agree with pain scales used by neonatologists
and with the visual perception of adults when assessing pain
in neonates, whether they are health professionals or not.

1. Introduction

More than 500 painful interventions are carried out dur-
ing the hospitalization of a newborn baby in a neonatal in-
tensive care unit [10, 13]. In the past, due to inability of
neonates verbally communicate pain, it was believed that
the central nervous system of newborn babies was not fully
developed, consequently, not being able to sense and suf-
fer from pain [14]. However, it was observed in the latter
years of 1980 that the central nervous and nociceptive sys-
tems are sufficiently developed in the sixth month of ges-
tation [9, 11], leading to an increased sensitivity of pain,
since inhibitory pathways of painful stimulus are not fully
developed yet [2, 3].

During clinical practice, facial expression analysis has
been widely used to verify the presence of pain. Although
this analysis may be subjective, it is a noninvasive method
that delivers valid information regarding the nature and in-
tensity of the pain allowing better communication between
the neonate and his/her caregiver [1 1, 12]. Therefore, meth-
ods based on clinical, statistical, deep learning and facial
expression recognition [14, 19, 20] allow the implementa-

tion of computational frameworks that are specific to pain
and enable continuous monitoring of the neonate.

This work unprecedentedly proposes and implements a
mobile application for smartphones that uses Articial Intel-
ligence (AI) techniques to automatically identify the facial
expression of pain in neonates, presenting feasibility in real
clinical situations. Firstly, a Convolutional Neural Network
architecture was adapted and trained with face images cap-
tured before and after painful clinical procedure carried out
routinely. Then, this computational model was optimized to
a mobile environment to make it practical for everyday use.
Moreover, we used an explainable Al method to identify
facial regions that might be relevant to pain assessment.

2. Materials and Methods

This section is divided into three parts: (1) Face image
datasets, (2) Computational methods, and (3) Implementa-
tion of our mobile application.

2.1. Face Image Datasets

We used two image datasets to design our proposed
framework: iCOPE [4, 5, 6] and UNIFESP [14].

The UNIFESP dataset was developed by Heiderich et al.
[14] at the Federal University of Sdo Paulo. It is a pro-
prietary dataset that includes 30 healthy neonates (7 late
preterms and 23 born at term) of mixed ethnicity with 34
to 41 weeks of gestational age, and 24 to 168 hours of life.
All photographs were captured using three Foscam cameras
with resolution of 320x233. In total, 360 images were col-
lected, of which: 138 were captured before a painful pro-
cedure, 30 during the procedure, and 192 images captured
within 10 minutes after a painful procedure, such as blood
specimen collection, Hepatitis B vaccine and Inborn Er-
rors of Metabolism (IEMs). Subsequently, each image was
randomly submitted for evaluation by health professionals.
The assessment led to 164 images classified as “pain” and
196 images classified as no pain”.



The infant Classification of Pain Expression (iCOPE)
dataset (available upon request) was developed by Brahnam
et al. [4, 5, 6] during a study at the St. John Hospital with
the Neonatology Department in Missouri, USA. A total of
200 images were captured from 26 neonates, 13 girls and
13 boys, all Caucasians. The age group of these neonates
ranges from 18 hours to 3 days of life. All images were
photographed using a Nikon D100 digital camera in am-
bient light conditions with resolution of 3008x2000. The
neonates were photographed during a session in which they
experienced 4 different stimuli performed in the following
sequence: (1) Transport from one crib to another, (2) air
stimulus on the nose, (3) cotton wool friction on the heel
and (4) puncture on the heel for blood collection. During
this sequence the newborn responses were labeled as either
resting, crying, air stimulation, friction or painful proce-
dure, resulting in: 63 images of neonates resting, 18 cry-
ing, 23 images of air stimulation, 36 during friction and 60
with neonates during painful procedures. Only resting and
painful samples were used as “no pain” and “pain” for our
goal, respectively.

2.2. Computational Methods

Firstly, we applied the state-of-the-art Retina Face [8]
algorithm, commonly used in similar recognition tasks, in
all images of the UNIFESP and iCOPE datasets in order to
extract the face from each image. It is a single-stage pixel-
wise face localization method which employs a multi-task
learning strategy to simultaneously predict face score, face
box, five facial landmarks, and 3D position and correspon-
dence of each facial pixel. All faces from both datasets were
successfully detected. Then, both datasets were merged
adding up to 483 images. The train-test-split adopted was
80/20, next we applied Data Augmentation for each training
sample of our dataset, generating a total of 8000 augmented
images. Using TensorFlow [ ], we performed image manip-
ulations such as rotation, rescaling, horizontal and vertical
offsetting and brightness and zoom variations.

Finally, following Zamzmi et al. [20], we applied
the VGG-Face architecture with 16 layers, originally pro-
posed and implemented by Parkhi [17], as our classification
model. Since we are dealing with a small dataset its com-
mon to use the transfer-learning method, where we take ad-
vantage of an already pre-trained VGG-Face model, adding
a fully-connected classifier on top, specifically trained with
neonatal face images captured before and after painful clin-
ical procedure to classify the facial expression into two
classes ”pain” or ’no pain”, without pain level detection.
We used TensorFlow [1] for training and testing our pro-
posed CNN. We performed a random search with parame-
ters ranging from 50 to 2048 neurons and 1 to 3 fully con-
nected layers. Using both datasets, the result suggested 2
fully connected layers with 512 neurons each. We used the

Categorical Cross-Entropy as the loss function with L1 reg-
ularization penalty and the RMSprop [15] as our gradient
descent optimization algorithm. Its noteworthy that all im-
ages must match VGG-Face input size of 224 x 224 x 3.
Also, Parkhi [17] changed RGB channels to BGR and cen-
tralized values of each channel on zero.

Training process was carried out to obtain three classi-
fication models: (1) with the UNIFESP dataset only, (2)
with the iCOPE dataset only, and (3) with the UNIFESP +
iCOPE dataset. However, all models were tested on both
datasets. Each model was evaluated with the k-Fold Cross
Validation technique (k = 10), randomly choosing indepen-
dent test sets (20% of original datasets) for each fold. The
best model was optimized using the TensorFlow Lite Dy-
namic Range Quantization function. The embedded model
was quantized from floating point weights (float32) to in-
tegers (int8) and during the inference process, weights are
converted back from integers to floating point and cached in
memory to reduce latency. The memory space required for
the model decreased from 160Mb to 26 M

2.3. Mobile Application

We developed a mobile application capable of detecting
a neonate face and classifying it with low latency and of-
fline. Also, our app registers the performed analysis and
make them available for query, allowing metadata analysis
and the collection of new face images. The application was
developed for Android OS using the Android Studio IDE.

On the app’s home screen (Figure 1a) there are three
buttons that activate different functionalities of the appli-
cation: instructions, camera and history. In Instructions, the
user will find a quick guide for the other two functionali-
ties (camera and history) of the app. The selection of the
Camera button activates the app’s main feature. The real-
time analysis starts right after the neonate’s name insertion.
The camera automatically captures a picture, which is then
processed by the face detector algorithm. In the mobile en-
vironment the face detection is carried out by the Face De-
tection API from the Firebase’s ML Kit by Google !. When
a face is successfully detected, the picture’s region corre-
sponding to the detected face is cropped out and inputted
in the classification model, which will determinate if the fa-
cial expression indicates the presence of pain or not. The
user will see the image’s classification, the result’s confi-
dence score and the processing time (Figure 1b). At last,
by selecting the History button at the home screen, the ap-
plication will present a list containing the performed anal-
yses and a search tool, which can be used to find a specific
neonate by typing it’s name or unique ID.

"More information on https://developers.google.com/
ml-kit/vision/face-detection
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(a) Home Screen. (b) Pain assessment.

Figure 1: Mobile application screens.

UNIFESP iCOPE Both
Accuracy | 72% +3% | 83% +2% | 89% + 4%
F1 Score | 0.724+0.04 | 0.86 +0.02 | 0.89 £+ 0.03
AUC 0.744+0.03 | 0.82+£0.03 | 0.86 £ 0.05

Table 1: Evaluation metrics results for each model.

3. Results and Discussion

In this section we present the evaluation of our classifi-
cation model and, then, the results of model interpretability.

3.1. Evaluation Metrics

Table 1 shows the results obtained for each classification
model. Comparing the UNIFESP model with the iCOPE,
we can observe that the second one outperforms the first in
all evaluation metrics. We believe that this better perfor-
mance is due to the higher resolution of the iCOPE dataset.
Our framework achieved 89% Accuracy, 0.89 F1 Score and
0.86 AUC when trained in both datasets. We believe that
these results are suited for neonatal pain assessment since
commonly used clinical pain scales achieved similar results,
such as the NFCS [12] that achieved reliability of 0.86.

3.2. Model Interpretability

To understand the relationship between our classification
model prediction in terms of its features, we applied an in-
terpretability method, named Integrated Gradients [ 18].

Observing Figure 2, we can see that the most highlighted
facial features are the forehead, upper contour of the nose
and nasolabial groove. Specifically to images classified as
”pain”, the mouth with tongue protrusion was highlighted.

(a) No pain = 100.00%.

(b) Pain = 100.00%.

Figure 2: Examples of interpretability on iCOPE dataset
and its corresponding classification probabilities.

Analyzing all results, we believe that these features may be
the most discriminating facial regions to pain assessment.
Moreover, its interesting that these features are deemed
clinically relevant and agrees with the visual perception of
adults when assessing pain, whether they are health profes-
sionals or not [7, 12].

4. Conclusion

This work presents a computational framework imple-
mented on mobile environment that uses Al to automati-
cally identify the facial expression of pain in neonates, pre-
senting feasibility in real clinical situations and practical for
everyday use. Our findings showed promising results to cor-
rectly identify the facial expression of pain in neonates with
high accuracy and generalization capability.

Moreover, to the best of our knowledge, this is the first
work to apply explainable Al techniques in neonatal pain
classification. Our methodology presented novel results
highlighting as well sound facial regions that agree with
pain scales used by neonatologists and with the visual per-
ception of adults when assessing pain in neonates, whether
they are health professionals or not.

As future work, we intend to carry out practical tests of
our mobile application in the Neonatal Intensive Care Unit
at the Hospital of Sdo Paulo. We believe that these practical
tests are needed to identify limitations of the proposed so-
lution when dealing with difficulties of real situations, such
as the presence of artifacts on the face of the newborn and
physiological signal measuring instruments. Also, we in-
tend to implement our framework using other CNN archi-
tectures, such as AlexNet [16] and N-CNN [21].
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