Pedestrian Intention Prediction with Multi-Input Concatenation

Ankur Singh'?,
!Moovita Pte. Ltd.

Upendra Suddamalla®

b

Anthony Wong!,  Dilip Kumar Limbu®

%Indian Institute of Technology Kanpur

ankuriit@iitk.ac.in, {upendra, anthonywong, diliplimbu}@moovita.com

Abstract

Responding safely to the pedestrians on the road is one
of the critical challenges for autonomous vehicles. For
smooth navigation of autonomous vehicles in urban envi-
ronments, it is crucial to predict the pedestrians’ road cross-
ing intention accurately and respond safely. Though motion
analysis is a key feature for estimating future trajectories,
it may be inconsistent for the small variable actions of hu-
mans. For reliable early prediction of the future trajectory
of a pedestrian, visual pose and surrounding information
are helpful. In this work, we propose a novel approach
to determine the intention of a pedestrian by using pose,
surrounding context, and bounding box information over a
small duration of half a second (last 16 frames). We study
the significance of different combinations of these features.
We adopt 3D convolution networks, that have shown re-
markable performance in activity recognition tasks. In our
experiments using the popular pedestrian intention dataset,
JAAD, the proposed method achieved over 84% accuracy in
estimating the intention of a pedestrian to cross.

1. Introduction

Globally, more than 364,500 pedestrians lose their lives
each year, which accounts for 27% of the total deaths in
road accidents'. Naturally, pedestrian safety becomes im-
portant for other road users. An essential aspect in the con-
text of pedestrian safety is pedestrian intention estimation,
especially while crossing the road. Pedestrian intention es-
timation refers to determining whether the pedestrian is go-
ing to cross the road in the next few seconds. Timely and
accurate prediction of pedestrian’s intention is vital in safer
maneuvering of autonomous vehicles, thus avoiding poten-
tial accidents.

In the past few years, pedestrian intention estimation has
attracted significant attention in the computer vision com-
munity. This has been made possible largely because of the
availability of richly annotated pedestrian intention datasets
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Figure 1. The architecture of our best performing model: Here
P?(pose having surrounding information) is concatenated with
P(pose having local context only). The concatenated input is
fed to a pretrained Resnet-18 3D. The features extracted from the
last convolutional layer of Resnet 3D are then concatenated with
the Bounding box coordinates C'. This is finally fed to the fully-
connected layer to make the crossing prediction.
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Previous works on pedestrian intention prediction have
relied on bounding boxes[ 14, 16, 18], pose[2, 10], semantic
segmentation maps[8, 1 1] as their input. However, experi-
menting with different input combinations has largely been
unexplored on the JAAD dataset. We set the key objectives
of this work as 1. Intention prediction before the crossing
event takes place. 2. Evaluating the significance of differ-
ent combinations of pose, bounding box and surrounding
information.

In our work, we propose an approach that uses pose, sur-
rounding context and bounding box information for pedes-
trian intention prediction. We experiment with different in-
puts to determine the best possible input combination for
this task. Through experiments, we show that our best per-
forming model, shown in Figure 1, outperforms other meth-
ods on pedestrian crossing prediction task on the JAAD
dataset.

5

2. Proposed Approach

We define the problem of pedestrian intention estima-
tion as a binary classification task, the two classes being
crossing and not crossing. The objective is to determine
whether the pedestrian will start crossing the road at time
t when provided with the observations for some frames n
before time 7. Formally, given the sequence of observations



(a) (b) ()

(d

Figure 2. Inputs: (a) Cropped Bounding Box. (b) Bounding Box
with surrounding information (c) Pose (d) Pose with surrounding
information

X = {1,229, ...,z } before time ¢, we want to learn pa-
rameters 6 to predict the probability p(y| X, 6) of the pedes-
trian crossing the road at time ¢.

We leverage the spatio-temporal information of the
frames to make the predictions. We experiment with dif-
ferent sources of information in our approach. These in-
clude bounding boxes B = {by, ba, ..., b, }, bounding boxes
with surrounding information B* = {b5,b5,...,b%}, pose
P = {p1,p2,...,pn}, pose with surrounding information
P = {p3,p5,...,p5} and the bounding box coordinates
C ={c1,co,...,cn}

2.1. Input Information

We now give a detailed explanation of the sources of in-
formation that we experiment with in our approach:

Bounding Boxes: Given the ground truth bounding co-
ordinates, we crop the bounding box around the pedestrian
in a frame as shown in Figure 2(a). Bounding boxes are
cheaper to compute and can help in determining the pedes-
trian’s gait(walking/standing).

Bounding Boxes with Surrounding Information:
These are obtained by scaling the 2D bounding boxes to 1.5
times their original size. This is shown in Figure 2(b). Apart
from providing knowledge about the pedestrian’s gait, they
also give an idea about the pedestrian’s surroundings such
as curb, road, etc.

Pose: Given the cropped bounding box we use
OpenPose[ |] to generate pose. The generated pose is then
superimposed on the pedestrian, Figure 2(c). Pose has been
widely used in the past for action recognition and action
anticipation tasks. Pose information simplifies learning for
action recognition by providing head and body orientations.

Pose with Surrounding Information: The cropped
bounding boxes are scaled to 1.5 times their original size
before the pose is superimposed on the pedestrian as shown
in Figure 2(d).

Bounding Box coordinates: Like [15], we believe the
bounding box coordinates give a sense of the relative dis-
placement of the pedestrian and can also be seen as the
pedestrian’s velocity.
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Figure 3. Examples of the annotations provided in the dataset. Im-
age from [14]

2.2. Classification

Owing to the success of 3D-CNNs[4] in video classifi-
cation tasks in the recent past, we use a 3D Resnet-18[3]
pre-trained on Kinetics-400[5] as the classification network
in our experiments.

We concatenate the inputs before passing them to our
classification network. Except for the bounding box coor-
dinates, all the other inputs are passed into the first layer
of the network. In experiments where bounding box co-
ordinates are used, they are concatenated with the feature
output of the last convolution layer and then passed to the
fully-connected layer.

3. Experiments

In this section, we describe the dataset we use for our
experiments and report our results.

3.1. Dataset

We use the Joint Attention in Autonomous Driving
(JAAD) Dataset[!13, 14] for all our experiments. JAAD
dataset is a dataset for studying pedestrian and driver behav-
ior at the point of crossing the road. It has a collection of
346 videos each 5-10 seconds long. The videos are recorded
at 30 FPS with a resolution of 1920 x 1080 pixels. Each
video comes with rich ground truth annotations which in-
clude bounding box annotations, behavioral tags and scene
annotations, shown in Figure 3.

3.2. Training Details

We use a pretrained Resnet3D-18 as the classification
network. A batch size of 16 is used during training and
optimization is done using Adam[6] with a learning rate of
0.0001. We use the NVIDIA GeForce GTX1080 GPU to
train our networks. All the experiments are performed us-
ing the Pytorch[9] deep learning framework.

3.3. Evaluation Technique

We train on the first 250 videos and evaluate on the re-
maining 96 videos from JAAD. We observe sequences of



Input No. Inputs | Accuracy
B 1 79.8
B? 1 80.70
P 1 81.14
P 1 81.85
B*.C 2 82.54
Ps.C 2 83.1
Ps P 2 83.77
P PC 3 84.89

Table 1. Results on JAAD dataset: Comparison of different input
combinations. Different inputs used are: B Bounding Box, B°®
Bounding box having surrounding context, P Pose, P*° Pose with
surrounding context, C' Bounding box coordinates.

Method Obs. Length(s) | Acc. | Pred. Horizon
ATGC[ 14] 0.03 63 next frame
Fussi-Net[10] 0.533 75.6 next frame
STIP [7] - 79.28 1-30 frames
Ours 0.533 84.9 next frame

Table 2. Results on JAAD dataset: Comparison with prior works

0.53 seconds(16 frames) before making a prediction. The
prediction horizon in our experiments is the next frame.
The train set consists of 93545 such observations of which
55006 belong to crossing and 38539 belong to not cross-
ing. Similarly for the test set we have 39155 observations
of which 20041 are crossing and 19114 are not crossing.

3.4. Results

We experiment with various input information in our ap-
proach. The results of experiments involving different in-
puts are summarised in Table 1. We observe that increas-
ing the number of modalities of information improves the
results. Using multiple input sources allows the network
to learn discriminative features better than with one single
source.

Using bounding boxes as the only input to the classifica-
tion network proves to be a good baseline for the rest of our
experiments. Next, we see experiments that improve upon
this baseline. Looking at the results we observe that using
bounding boxes with surrounding information improves the
accuracy by 0.9%. In the single input case, pose with sur-
rounding information gives the best results with an accuracy
of 81.85%.

We also observe that incorporating bounding box coordi-
nates along with other inputs seems to boost results drasti-
cally. For instance, we see an improvement of 1.84% in the
case where bounding box coordinates are used along with
bounding boxes having surrounding information. We get
the best accuracy of 84.9% , shown in Figure 1, with a com-
bination of 3 inputs: i) pose with surrounding information,
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Figure 4. Results of intention prediction (a) Pedestrian is stand-
ing on the curb (b) The green bounding box around the pedestrian
generated by our network shows that the pedestrian is not cross-
ing the road (c) The pedestrian is intending to cross the road (d)
The red bounding box around the pedestrian signifies the crossing
intention of the pedestrian.

(b) () (d)

ii) pose and iii) bounding box coordinates.

Table 2 shows the comparison of our approach against
the state of the art methods on the JAAD dataset. For a
fair comparison, we only compare against methods where
the observation endpoint is before the event, and the ob-
servation length is less than 1 second. ATGC[14] uses a
single frame of pedestrian information for intention predic-
tion and achieves an accuracy of 63%. Fussi-Net[10] uses
16 frames of pose sequence as input and then feeds it to
a Spatio-temporal Densenet[ | 6] for classification. STIP[7]
uses a graph-based network to interact with different ob-
jects in the surrounding and achieves a prediction accuracy
of 79.28 averaged over the next 1-30 frames. From the re-
sults, we can see that our approach is able to outperform
other methods on the dataset. This is mainly because of the
multiple input modalities used in our approach. The output
generated by our network is shown in Figure 4.

4. Conclusion

Accurate and early prediction of the intention of a pedes-
trian helps an autonomous vehicle to take safe navigation
steps. This is crucial for the acceptance of autonomous ve-
hicles and their coexistence with humans. The proposed
novel method shows that using an implicit pose from the
appearance and surrounding information is simple, straight-
forward, requires less computation and gives a high accu-
racy of over 80%. Computing the human pose explicitly
and superimposing on the image boosts the intention detec-
tion accuracy to over 84%. Our experiments show that 3D
Convolution networks can learn the pose and surrounding
information well and can determine the intention with reli-
able accuracy.

In future work, pedestrian intention estimation can ben-
efit from using additional information such as ego vehi-
cle speed, map information including pedestrian crossings,
traffic lights, etc.
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