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Abstract

Increased interactions between pedestrians and vehicles
in current, crowded urban scenarios gives rise to a nega-
tive side-effect: a growth in traffic accidents, leaving pedes-
trians as the most injured. Here, we combine public data
sources, street level imagery and a convolutional neural
network (CNN) to approach pedestrian and vehicle safety
with an automated and simple data-processing scheme. The
steps involved include the training of a interpretable classi-
fier to determine a hazard index for each given urban scene
and the segmentation of the scene. The outcome of this ap-
proach is a fine-grained map of hazard levels across a city,
a detailed analysis of the most influential urban objects in
traffic safety and an heuristic to propose interventions to
improve urban safety.

1. Introduction
The uncontrolled rise in urban automotive mobility has

gone hand in hand with the degradation of other modes of
transportation, like walking, which has suffered the most,
due, in large part, to the amount of the streetscape allotted
to vehicles which invades and interferes with the pedestrian
space [10]. One logical consequence is the increased level
of interaction between pedestrians and vehicles on com-
mon or adjacent spaces such as roads, sidewalks, and zebra-
crossings [5]. Such increase gives rise to an important, neg-
ative side-effect: a growth in pedestrian injuries and fatal-
ities [24]. Traditionally, pedestrian safety research has fo-
cused on the impact of structural [30, 26, 19, 18, 9], socio-
behavioral [23], and demographic factors [20]. Nonethe-
less, crashes that involve motor vehicles and pedestrians
are understudied, and, much less at the micro outside in-
tersections [13]. However, nowadays with the combination

of increasingly available street-level imagery sources and
city open data portals, together with advances in the field of
computer vision and availability of larger training datasets
[39, 38], we are open to promising new opportunities for
facing challenges in urban science [14]. Examples include
the quantification of physical change and pattern identifica-
tion in cities [21, 2, 27], the prediction of human-perceived
features of street scenes [22, 17], the automated estima-
tion of demographic variables [11, 29], or the beautification
of urban images [15]. Turning to transportation research,
however, computer vision has addressed mostly traffic con-
trol and surveillance [8], and automatic collision prevention
[33, 34] for autonomous vehicles. Outside scene analysis,
the deep learning paradigm has been exploited mostly on
motor traffic [25, 32, 35, 31, 36], leaving aside, so far, its
potential to tackle pedestrian safety.

In this work, we address the complexities of vehicle-to-
pedestrian interaction combining the structural (scene ele-
ments) aspects of the problem. First, we exploit street level
imagery data to train a CNN that estimates the degree to
which urban scenes may be hazardous. Then, we map these
hazard predictions to specific elements of the urban scene.
Next, we deploy an automated heuristic to recommend in-
terventions (i.e. changes in scene configuration) at a given
location which could make that location safer. This study
is carried out on data of two Spanish cities: Madrid and
Barcelona.

2. Data Collection
The present study is based on the combination of histor-

ical accident statistics and street-level urban imagery. For
both cities, accident records for the years 2010-2018 are
available from the open data portals of the respective munic-
ipal governments [4, 1]. The Barcelona dataset was made
up of 86,414 accidents, (11.8% vehicle-to-pedestrian and
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88.2% vehicle-to-vehicle accidents). The Madrid dataset
had 76,026 accidents (16.5% pedestrian and 83.5% vehicle
accidents). All accidents are geolocated with their corre-
sponding GPS coordinates. Street-level imagery was ex-
tracted from the Google StreetView (GSV) API [3]. In
there, images are, on average, 15 meters away from each
other. As we wanted to capture the view of the driver, we
limit our queries to images facing directly down the di-
rection of traffic of the street. For Barcelona and Madrid,
there are a total of 177,645 and 704,950 street-level im-
ages, respectively. All the collected images are 640x640
pixel-size and also, contain GPS locations in their meta-
data, which allows us to assign each street image a binary
class. We label an image as dangerous if one or more ac-
cidents have occurred with a 50 meter radius of its loca-
tion. Otherwise, the image is labeled as safe. Accidents
involving vehicles may happen throughout a city. However,
if we focus individually on vehicle-to-vehicle and vehicle-
to-pedestrian, the spatial patterns where these accidents oc-
cur are mostly non-overlapping, suggesting that the config-
uration of the urban scene matters. From the street-level
image dataset, four different datasets were created, result-
ing from the combination of the two targeted cities and two
accident types. In Barcelona, for pedestrian-to-vehicle acci-
dent dataset, 48.1% of the images are labeled as dangerous,
and the rest as safe; for vehicle-to-vehicle dataset, 61.8% of
the images are labeled as dangerous. In the case of Madrid,
29.1% and 48.3% are labeled as dangerous for pedestrian-
to-vehicle and vehicle-to-vehicle dataset, respectively. For
the four datasets, data was randomly split into train and test
sets, containing 90% and 10% of the images respectively.

3. Methodology
To estimate a hazard index (H) in new, unseen images,

we use a CNN based on ResNet v2 [12], pre-trained with
the Imagenet [16]. We removed the connections from the
last layer and we replaced it by a Softmax layer with two
outputs (classes dangerous and safe). We fine-tuned the last
layers of the model to predict our hazard index. To com-
pensate class imbalance during training stage, class weights
were adjusted in the objective cross entropy loss function
according to inverse class frequency. In accordance with the
defined accident types, we estimate two subtypes of hazard
index: HV and HP , corresponding to the hazard indices
for vehicle-to-vehicle and vehicle-to-pedestrian accidents,
respectively. Therefore, we end up training 4 models in to-
tal (two per city): Barcelona P , Barcelona V , Madrid P ,
and Madrid V . In our data, the accuracies of these trained
models are 0.75, 0, 82, 0, 75, 0, 75, respectively, with pre-
cision and recall higher than 0.72 in all the cases. These 4
trained classifiers are the ones used in the rest of our study
to generate all the results shown in section 4.

To map the scene safety to the scene composition we

Figure 1. Example of an urban image with respective Hazard in-
dexes HP and HV , ’Dangerous’ class activation map and segmen-
tation

combine scene segmentation with Class Activation Map.
First, we used Pyramid Scene Parsing Network (PSPNet)
[37] architecture, trained with the Cityscapes dataset [7] for
urban scene segmentation. Second, we used class activation
map, (GradCAM++ [28, 6]) to visually identify the most
relevant image regions that activates the dangerous class.
Since the images have been fully segmented, we can re-
trieve the objects that overlap with the CAM regions.

4. Results

Urban hazard landscape: The trained models for Haz-
ard index classification, together with the short distance in-
tervals between consecutive images, allows us to quantify
the safety of all city locations at every 15 meters approxi-
mately, independently of whether accidents have occurred
at a given site or not. Figure 2 shows a visualization of
the spatial distribution of hazard index in Barcelona and
Madrid, respectively. Notice that, as expected, the distribu-
tion of dangerous areas for pedestrian and vehicles do not
overlap and are significantly different.

Mapping safety to scene composition: The segmenta-
tion and the CAM processing steps complete the data analy-
sis pipeline, linking hazard indices, HP and HV , to specific
objects found in street-level images. Mapping each pixel
label (e.g. “road”, “sidewalk”, etc.) to its corresponding
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Figure 2. Distribution of high-hazard points for pedestrians and ve-
hicles across both cities, Barcelona (a) and Madrid (b). A zoomed
viewed of HP in Barcelona (c)

activation level provides a quantification of the contribution
of that pixel to the overall hazard score of the image. Thus,
at the city level, we can obtain a global perspective of the
object categories that most contribute to the hazard index.
Specifically, we analyze the ratio between the amount of
CAM fixation on a given object category (in safe and dan-
gerous scenes), with respect to the CAM fixation on that ob-
ject category across all the images of the dataset, see radar
plots in Figure 3 (a) and (b). In both cases, the blue line
represents safe scenes (H < 0.33), while dangerous ones
(H > 0.66) are shown in red. Thus, values below 1 in
the radar plots are underrepresented, while those above 1
are overrepresented. We have restricted the analysis to the
city center to avoid the over-representation of natural el-
ements (vegetation and sky) in low accident risk images.
Remarkably, the presence of people in a scene triggers a
dangerous classification for both vehicle-to-pedestrian and
vehicle-to-vehicle predictions. Low buildings and/or wide
streets (tantamount to a clear vision of the sky) render safer
scenes for pedestrians, whereas the presence of buildings
implies a safer environment for vehicles. Also, the absence
of vegetation, such as trees, could be contributing to a safe
classification for vehicles.

An informed guide to pedestrian safety improve-
ments: To propose interventions conducive to scene alter-
ations that diminish at the same time HP and HV we pro-
pose the following strategy. We first combine information
from segmentation and CAM to build a vector of character-
istics vi ∈ RC for every image i, containing information of
the relative area of each object category C in i. Second, for
the target image (the one for which we intend to reduce the
hazard levels), we construct an additional surrogate vector
of characteristics, ṽi, in which we discard those regions that
contribute most to HP , i.e. we only consider regions of i
where the class activation is mild-to-low (< 0.7). Finally,
we deploy an exhaustive search to find mirror images j for
ṽi, with their respective vectors of characteristics vj , such
that their hazard index is lower: argminj ||ṽi − vj ||2, given

Figure 3. (a, b) Radar plots showing the level of object fixation of
the CAM model for pedestrians (a) and vehicles (b); (c) Examples
of original and mirror images; (d) Chord diagram representing an
aggregate overview of proposed interventions (the color expresses
the source of the link)

Hj
P < Hi

P and Hj
V < Hi

V . In other words, we seek the
most similar locations in the city that have smaller HP and
HV than i. Figure 3 (c) shows qualitative results for two ex-
amples. We can observe how the interventions proposed by
the heuristic seem to simplify the original image, remov-
ing objects on sidewalks. Figure 3 (d) provides a visual
overview of the most frequent interventions predicted by
our optimization scheme. The most notable changes point
–perhaps unsurprisingly– to the need to reconfigure urban
scenes towards greener and wider spaces: indeed, both cate-
gories “road” and “building” contribute largely to “nature”,
while the latter does the same towards “sky”. Overall, the
estimations and insights from the panels in Figure 3 can pro-
vide initial indications to urban planners about achieving
potential reductions of a local hazard score.

5. Conclusions

We present here an automated scheme that combines
interpretable classifications and scene segmentation to an-
alyze accident data along with street-level images. With
these tools, we render a holistic characterization of a city’s
hazard landscape. Then, we study which locations are dan-
gerous and how the dangerous locations are related to spe-
cific objects in urban scenes and, finally, we propose a
heuristic that provides actionable insights in urban safety
improvement.
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